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Intelligence (AI) promises to change the world even more rapidly than in
ess, steam engine, electricity, and internet. Al has the ability to learn and
required human intelligence. While Al has many positives, such as improvi
10, it also has negatives, such as job loss and potential for misuse in cyber
integrated mnto various industries such as transportation, healthcare, and
d to be integrated into most human endeavors by 2030, providing new effi
capacities [2][3]. Through AI, computers are able to use their learned i
decisions and discoveries in a fraction of the time it would take h
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learning to the individual needs of students and journalism is already benefiting from AI as well [2].
However, it is important to ensure its ethical use for the benefit of humanity, and that its potential
negatives need to be managed [1][3]. The development of Al has rapidly accelerated in recent years
due to technological advancements [1].

References: [1] How artificial intelligence 1s transforming the world [2] The Future of AI: How
Al Is Changing the World | Built In [3] 8. Improvements ahead: How humans and AI might evolve ...
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Summary

Artificial intelligence (Al) 1s a wide-ranging tool that enables people to rethink how we integrate
mformation, analyze data, and use the resulting msights to improve decision making—and already 1t 1s
transforming every walk of life. In this report, Darrell West and John Allen discuss Al's application
across a variety of sectors, address 1ssues 1 its development, and offer recommendations for getting the
most out of Al while still protecting important human values.

Most people are not very familiar with the concept of artificial intelligence (Al). As an illustration,
when 1,500 senior business leaders in the United States in 2017 were asked about Al, only 17 percent
said they were familiar with it.[1] A number of them were not sure what it was or how 1t would affect
their particular companies. They understood there was considerable potential for altering business
processes, but were not clear how Al could be deployed within their own organizations.

Despite its widespread lack of familiarity, Al 1s a technology that is transforming every walk of
life. It 1s a wide-ranging tool that enables people to rethink how we integrate information, analyze data,
and use the resulting msights to improve decisionmaking. Our hope through this comprehensive
overview 1s to explain Al to an audience of policymakers, opimion leaders, and mterested observers,
and demonstrate how Al already 1s altering the world and raising important questions for society, the
economy, and governance.

In this paper, we discuss novel applications in finance, national security, health care, criminal
Justice, transportation, and smart cities, and address 1ssues such as data access problems, algorithmic
bias, Al ethics and transparency, and legal liability for Al decisions. We contrast the regulatory
approaches of the U.S. and European Union, and close by making a number of recommendations for
getting the most out of Al while still protecting important human values. [2]

In order to maximize Al benefits, we recommend nine steps for going forward:

Encourage greater data access for researchers without compromising users’ personal privacy,

mvest more government funding in unclassified Al research,

promote new models of digital education and Al workforce development so employees have the
skills needed in the 21st-century economy,

create a federal Al advisory committee to make policy recommendations,

engage with state and local officials so they enact effective policies,

regulate broad Al principles rather than specific algorithms,

take bias complaints seriously so Al does not replicate historic injustice, unfairness, or
discrimination in data or algorithms,

maintain mechanisms for human oversight and control, and

penalize malicious Al behavior and promote cybersecurity.

I. Qualities of artificial intelligence

Although there 1s no uniformly agreed upon defimition, Al generally 1s thought to refer to
“machines that respond to stimulation consistent with traditional responses from humans, given the
human capacity for contemplation, judgment and intention.”[3] According to researchers Shubhendu
and Vijay, these software systems “make decisions which normally require [a] human level of expertise”
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and help people anticipate problems or deal with 1ssues as they come up.[4] As such, they operate in
an intentional, intelligent, and adaptive manner.

Intentionality

Artificial intelligence algorithms are designed to make decisions, often using real-time data. They
are unlike passive machines that are capable only of mechanical or predetermined responses. Using
sensors, digital data, or remote inputs, they combine mformation from a variety of different sources,
analyze the material mstantly, and act on the insights derived from those data. With massive
mmprovements in storage systems, processing speeds, and analytic techniques, they are capable of
tremendous sophistication in analysis and decisionmaking.

Intelligence

Al generally 1s undertaken in conjunction with machine learning and data analytics.[5] Machine
learning takes data and looks for underlying trends. If it spots something that 1s relevant for a practical
problem, software designers can take that knowledge and use it to analyze specific issues. All that 1s
required are data that are sufficiently robust that algorithms can discern useful patterns. Data can come
in the form of digital information, satellite imagery, visual information, text, or unstructured data.

Adaptability

Al systems have the ability to learn and adapt as they make decisions. In the transportation area,
for example, semi-autonomous vehicles have tools that let drivers and vehicles know about upcoming
congestion, potholes, highway construction, or other possible traffic impediments. Vehicles can take
advantage of the experience of other vehicles on the road, without human mvolvement, and the entire
corpus of their achieved “experience” 1s immediately and fully transferable to other similarly configured
vehicles. Their advanced algorithms, sensors, and cameras ncorporate experience in current
operations, and use dashboards and visual displays to present information in real time so human drivers
are able to make sense of ongoing traffic and vehicular conditions. And in the case of fully autonomous
vehicles, advanced systems can completely control the car or truck, and make all the navigational
decisions.

Ii. Applications in diverse sectors

Al is not a futuristic vision, but rather something that is here today and being integrated with and
deployed 1nto a variety of sectors. This includes fields such as finance, national security, health care,
criminal justice, transportation, and smart cities. There are numerous examples where Al already 1s
making an impact on the world and augmenting human capabilities in significant ways. [6]

One of the reasons for the growing role of Al 1s the tremendous opportunities for economic
development that it presents. A project undertaken by PriceWaterhouseCoopers estimated that
“artificial intelligence technologies could increase global GDP by $15.7 trillion, a full 14%, by
2030.”[7] That includes advances of $7 trillion in China, $3.7 trillion in North America, $1.8 trillion in
Northern Europe, $1.2 trillion for Africa and Oceania, $0.9 trillion in the rest of Asia outside of China,
$0.7 trillion in Southern Europe, and $0.5 trillion in Latin America. China is making rapid strides
because it has set a national goal of investing $150 billion in AI and becoming the global leader in this
area by 2030.

Meanwhile, a McKinsey Global Institute study of China found that “Al-led automation can give
the Chinese economy a productivity mjection that would add 0.8 to 1.4 percentage points to GDP
growth annually, depending on the speed of adoption.”[8] Although its authors found that China
currently lags the United States and the United Kingdom in Al deployment, the sheer size of its Al
market gives that country tremendous opportunities for pilot testing and future development.

Finance

Investments in financial Al in the United States tripled between 2013 and 2014 to a total of $12.2
billion.[9] According to observers in that sector, “Decisions about loans are now being made by software
that can take ito account a variety of finely parsed data about a borrower, rather than just a credit score
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and a background check.”[10] In addition, there are so-called robo-advisers that “create personalized
mvestment portfolios, obviating the need for stockbrokers and financial advisers.”[11] These advances
are designed to take the emotion out of investing and undertake decisions based on analytical
considerations, and make these choices in a matter of minutes.

A prominent example of this is taking place n stock exchanges, where high-frequency trading by
machines has replaced much of human decisionmaking. People submit buy and sell orders, and
computers match them in the blink of an eye without human intervention. Machines can spot trading
mefficiencies or market differentials on a very small scale and execute trades that make money
according to mvestor instructions.[12] Powered in some places by advanced computing, these tools
have much greater capacities for storing information because of their emphasis not on a zero or a one,
but on “quantum bits” that can store multiple values in each location.[13] That dramatically increases
storage capacity and decreases processing times.

Fraud detection represents another way Al 1s helpful in financial systems. It sometimes 1s difficult
to discern fraudulent activities in large organizations, but Al can identify abnormalities, outliers, or
deviant cases requiring additional mvestigation. That helps managers find problems early in the cycle,
before they reach dangerous levels.[14]

National security

Al plays a substantial role in national defense. Through its Project Maven, the American military
1s deploying Al “to sift through the massive troves of data and video captured by surveillance and then
alert human analysts of patterns or when there 1s abnormal or suspicious activity.”[15] According to
Deputy Secretary of Defense Patrick Shanahan, the goal of emerging technologies in this area 1s “to
meet our warfighters’ needs and to increase [the] speed and agility [of] technology development and
procurement.”[16]

The big data analytics associated with Al will profoundly affect intelligence analysis, as massive
amounts of data are sifted i near real time—if not eventually mn real time—thereby providing
commanders and their staffs a level of mtelligence analysis and productivity heretofore unseen.
Command and control will similarly be affected as human commanders delegate certain routine, and
m special circumstances, key decisions to Al platforms, reducing dramatically the time associated with
the decision and subsequent action. In the end, warfare is a time competitive process, where the side
able to decide the fastest and move most quickly to execution will generally prevail. Indeed, artificially
mtelligent mtelligence systems, tied to Al-assisted command and control systems, can move decision
support and decisionmaking to a speed vastly superior to the speeds of the traditional means of waging
war. So fast will be this process, especially if coupled to automatic decisions to launch artificially
mtelligent autonomous weapons systems capable of lethal outcomes, that a new term has been comed
specifically to embrace the speed at which war will be waged: hyperwar.

While the ethical and legal debate 1s raging over whether America will ever wage war with
artificially mtelligent autonomous lethal systems, the Chinese and Russians are not nearly so mired in
this debate, and we should anticipate our need to defend against these systems operating at hyperwar
speeds. The challenge in the West of where to position “humans in the loop” in a hyperwar scenario
will ultimately dictate the West’s capacity to be competitive in this new form of conflict.[17]

Just as Al will profoundly affect the speed of warfare, the proliferation of zero day or zero second
cyber threats as well as polymorphic malware will challenge even the most sophisticated signature-based
cyber protection. This forces significant improvement to existing cyber defenses. Increasingly,
vulnerable systems are migrating, and will need to shift to a layered approach to cybersecurity with
cloud-based, cogntive Al platforms. This approach moves the community toward a “thinking”
defensive capability that can defend networks through constant training on known threats. This
capability includes DN A-level analysis of heretofore unknown code, with the possibility of recognizing
and stopping inbound malicious code by recognizing a string component of the file. This 1s how certain
key U.S.-based systems stopped the debilitating “WannaCry” and “Petya” viruses.

Preparing for hyperwar and defending critical cyber networks must become a high priornity
because China, Russia, North Korea, and other countries are putting substantial resources into Al. In
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2017, China’s State Council 1ssued a plan for the country to “build a domestic industry worth almost
$150 billion” by 2030.[18] As an example of the possibilities, the Chinese search firm Baidu has
pioneered a facial recognition application that finds missing people. In addition, cities such as Shenzhen
are providing up to $1 million to support Al labs. That country hopes Al will provide security, combat
terrorism, and improve speech recognition programs.[19] The dual-use nature of many Al algorithms
will mean Al research focused on one sector of society can be rapidly modified for use in the security
sector as well.[20]

Health care

Al tools are helping designers improve computational sophistication in health care. For example,
Merantix 1s a German company that applies deep learning to medical issues. It has an application in
medical mmaging that “detects lymph nodes i the human body in Computer Tomography (CT)
mmages.”[21] According to its developers, the key is labeling the nodes and identifying small lesions or
growths that could be problematic. Humans can do this, but radiologists charge $100 per hour and may
be able to carefully read only four images an hour. If there were 10,000 images, the cost of this process
would be $250,000, which is prohibitively expensive if done by humans.

What deep learning can do in this situation 1s train computers on data sets to learn what a normal-
looking versus an irregular-appearing lymph node 1s. After doing that through 1maging exercises and
honing the accuracy of the labeling, radiological imaging specialists can apply this knowledge to actual
patients and determine the extent to which someone 1s at risk of cancerous lymph nodes. Since only a
few are likely to test positive, it 1s a matter of identifying the unhealthy versus healthy node.

Al has been applied to congestive heart failure as well, an illness that afflicts 10 percent of senior
citizens and costs $35 billion each year in the United States. Al tools are helpful because they “predict
i advance potential challenges ahead and allocate resources to patient education, sensing, and proactive
mterventions that keep patients out of the hospital.” [22]

Criminal justice

Al 1s being deployed in the criminal justice area. The city of Chicago has developed an Al-driven
“Strategic Subject List” that analyzes people who have been arrested for their risk of becoming future
perpetrators. It ranks 400,000 people on a scale of 0 to 500, using items such as age, criminal activity,
victimization, drug arrest records, and gang affiliation. In looking at the data, analysts found that youth
1s a strong predictor of violence, being a shooting victim 1s associated with becoming a future
perpetrator, gang affilation has little predictive value, and drug arrests are not significantly associated
with future criminal activity.[23]

Judicial experts claim Al programs reduce human bias in law enforcement and leads to a fairer
sentencing system. R Street Institute Associate Caleb Watney writes:

Empirically grounded questions of predictive risk analysis play to the strengths of machine
learning, automated reasoning and other forms of Al. One machine-learning policy simulation
concluded that such programs could be used to cut crime up to 24.8 percent with no change in jailing
rates, or reduce jail populations by up to 42 percent with no increase in crime rates.[24]

However, critics worry that Al algorithms represent “a secret system to punish citizens for crimes
they haven’t yet committed. The risk scores have been used numerous times to guide large-scale
roundups.”[25] The fear is that such tools target people of color unfairly and have not helped Chicago
reduce the murder wave that has plagued it in recent years.

Despite these concerns, other countries are moving ahead with rapid deployment in this area. In
China, for example, companies already have “considerable resources and access to voices, faces and
other biometric data in vast quantities, which would help them develop their technologies.”[26] New
technologies make it possible to match images and voices with other types of information, and to use
Al on these combined data sets to improve law enforcement and national security. Through its “Sharp
Eyes” program, Chinese law enforcement 1s matching video images, social media activity, online
purchases, travel records, and personal 1dentity into a “police cloud.” This integrated database enables
authorities to keep track of criminals, potential law-breakers, and terrorists.[27] Put differently, China
has become the world’s leading Al-powered surveillance state.
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Transportation

Transportation represents an area where Al and machine learning are producing major
mnovations. Research by Cameron Kerry and Jack Karsten of the Brookings Institution has found that
over $80 billion was invested in autonomous vehicle technology between August 2014 and June 2017.
Those mvestments include applications both for autonomous driving and the core technologies vital to
that sector.[28]

Autonomous vehicles—cars, trucks, buses, and drone delivery systems—use advanced
technological capabilities. Those features include automated vehicle guidance and braking, lane-
changing systems, the use of cameras and sensors for collision avoidance, the use of Al to analyze
mformation i real time, and the use of high-performance computing and deep learning systems to
adapt to new circumstances through detailed maps.[29]

Light detection and ranging systems (LIDARs) and Al are key to navigation and collision
avoldance. LIDAR systems combine light and radar instruments. They are mounted on the top of
vehicles that use mmaging i a 360-degree environment from a radar and light beams to measure the
speed and distance of surrounding objects. Along with sensors placed on the front, sides, and back of
the vehicle, these mstruments provide iformation that keeps fast-moving cars and trucks in their own
lane, helps them avoid other vehicles, applies brakes and steering when needed, and does so instantly
so as to avold accidents.

Since these cameras and sensors compile a huge amount of information and need to process it
mstantly to avoid the car in the next lane, autonomous vehicles require high-performance computing,
advanced algorithms, and deep learning systems to adapt to new scenarios. This means that software 1s
the key, not the physical car or truck itself.[30] Advanced software enables cars to learn from the
experiences of other vehicles on the road and adjust their guidance systems as weather, driving, or road
conditions change.[31]

Ride-sharing companies are very interested in autonomous vehicles. They see advantages in terms
of customer service and labor productivity. All of the major ride-sharing companies are exploring
driverless cars. The surge of car-sharing and taxi services—such as Uber and Lyft in the United States,
Daimler’s Mytaxi and Hailo service in Great Britain, and Didi Chuxing in China—demonstrate the
opportunities of this transportation option. Uber recently signed an agreement to purchase 24,000
autonomous cars from Volvo for its ride-sharing service.[32]

However, the ride-sharing firm suffered a setback in March 2018 when one of its autonomous
vehicles in Arizona hit and killed a pedestrian. Uber and several auto manufacturers immediately
suspended testing and launched mvestigations into what went wrong and how the fatality could have
occurred.[33] Both industry and consumers want reassurance that the technology is safe and able to
deliver on its stated promises. Unless there are persuasive answers, this accident could slow Al
advancements 1n the transportation sector.

Smart cities

Metropolitan governments are using Al to improve urban service delivery. For example,
according to Kevin Desouza, Rashmi Krishnamurthy, and Gregory Dawson:

The Cincinnati Fire Department 1s using data analytics to optimize medical emergency responses.
The new analytics system recommends to the dispatcher an appropriate response to a medical
emergency call—whether a patient can be treated on-site or needs to be taken to the hospital—by taking
mto account several factors, such as the type of call, location, weather, and similar calls.[34]

Since 1t fields 80,000 requests each year, Cincinnati officials are deploying this technology to
prioritize responses and determine the best ways to handle emergencies. They see Al as a way to deal
with large volumes of data and figure out efficient ways of responding to public requests. Rather than
address service 1ssues mn an ad hoc manner, authorities are trying to be proactive in how they provide
urban services.

Cincinnati 1s not alone. A number of metropolitan areas are adopting smart city applications that
use Al to improve service delivery, environmental planning, resource management, energy utilization,
and crime prevention, among other things. For its smart cities index, the magazine Fast Company
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ranked American locales and found Seattle, Boston, San Francisco, Washington, D.C., and New York
City as the top adopters. Seattle, for example, has embraced sustainability and 1s using Al to manage
energy usage and resource management. Boston has launched a “City Hall To Go” that makes sure
underserved communities receive needed public services. It also has deployed “cameras and inductive
loops to manage traffic and acoustic sensors to 1dentify gun shots.” San Francisco has certified 203
buildings as meeting LEED sustamability standards.[35]

Through these and other means, metropolitan areas are leading the country in the deployment
of Al solutions. Indeed, according to a National League of Cities report, 66 percent of American cities
are investing in smart city technology. Among the top applications noted in the report are “smart meters
for utilities, intelligent traffic signals, e-governance applications, Wi-Fi kiosks, and radio frequency
identification sensors in pavement.”[36]

ILii. Policy, regulatory, and ethical issues

These examples from a variety of sectors demonstrate how Al is transforming many walks of
human existence. The increasing penetration of Al and autonomous devices into many aspects of life
1s altering basic operations and decisionmaking within organizations, and improving efficiency and
response times.

At the same time, though, these developments raise important policy, regulatory, and ethical
1ssues. For example, how should we promote data access? How do we guard against biased or unfair
data used in algorithms? What types of ethical principles are introduced through software
programming, and how transparent should designers be about their choices? What about questions of
legal liability in cases where algorithms cause harm?[37]

Data access problems

The key to getting the most out of Al 1s having a “data-friendly ecosystem with unified standards
and cross-platform sharing.” Al depends on data that can be analyzed in real time and brought to bear
on concrete problems. Having data that are “accessible for exploration” in the research community 1s
a prerequisite for successful Al development.[38]

According to a McKinsey Global Institute study, nations that promote open data sources and data
sharing are the ones most likely to see Al advances. In this regard, the United States has a substantial
advantage over China. Global ratings on data openness show that U.S. ranks eighth overall in the world,
compared to 93 for China.[39]

But right now, the United States does not have a coherent national data strategy. There are few
protocols for promoting research access or platforms that make it possible to gain new nsights from
proprietary data. It 1s not always clear who owns data or how much belongs in the public sphere. These
uncertainties limit the innovation economy and act as a drag on academic research. In the following
section, we outline ways to improve data access for researchers.

Biases in data and algorithms

In some instances, certain Al systems are thought to have enabled discrimimatory or biased
practices.[40] For example, Airbnb has been accused of having homeowners on its plattorm who
discriminate against racial minorities. A research project undertaken by the Harvard Business School
found that “Airbnb users with distinctly African American names were roughly 16 percent less likely to
be accepted as guests than those with distinctly white names.”[41]

Racial 1ssues also come up with facial recognition software. Most such systems operate by
comparing a person’s face to a range of faces in a large database. As pointed out by Joy Buolamwini of
the Algorithmic Justice League, “If your facial recognition data contains mostly Caucasian faces, that’s
what your program will learn to recognize.”[42] Unless the databases have access to diverse data, these
programs perform poorly when attempting to recognize African-American or Asian-American features.
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Many historical data sets reflect traditional values, which may or may not represent the
preferences wanted in a current system. As Buolamwini notes, such an approach risks repeating
mequities of the past:

The rise of automation and the increased reliance on algorithms for high-stakes decisions such
as whether someone get insurance or not, your likelithood to default on a loan or somebody’s risk of
recidivism means this 1s something that needs to be addressed. Even admissions decisions are
mcreasingly automated—what school our children go to and what opportunities they have. We don’t
have to bring the structural inequalities of the past into the future we create.[43]

Al ethics and transparency

Algorithms embed ethical considerations and value choices mto program decisions. As such,
these systems raise questions concerning the criteria used mn automated decisionmaking. Some people
want to have a better understanding of how algorithms function and what choices are being made.[44]

In the United States, many urban schools use algorithms for enrollment decisions based on a
variety of considerations, such as parent preferences, neighborhood qualities, income level, and
demographic background. According to Brookings researcher Jon Valant, the New Orleans-based
Bricolage Academy “gives priority to economically disadvantaged applicants for up to 33 percent of
available seats. In practice, though, most cities have opted for categories that prioritize siblings of current
students, children of school employees, and families that live mn school’s broad geographic
area.”[45] Enrollment choices can be expected to be very different when considerations of this sort
come nto play.

Depending on how Al systems are set up, they can facilitate the redlining of mortgage
applications, help people discriminate against individuals they don’t like, or help screen or build rosters
of mdividuals based on unfair criteria. The types of considerations that go into programming decisions
matter a lot in terms of how the systems operate and how they affect customers.[46]

For these reasons, the EU 1s implementing the General Data Protection Regulation (GDPR) in
May 2018. The rules specify that people have “the right to opt out of personally tailored ads” and “can
contest ‘legal or similarly significant” decisions made by algorithms and appeal for human intervention”
m the form of an explanation of how the algorithm generated a particular outcome. Fach guideline 1s
designed to ensure the protection of personal data and provide individuals with information on how
the “black box” operates.[47]

Legal hability

There are questions concerning the legal liability of Al systems. If there are harms or infractions
(or fatalities 1n the case of driverless cars), the operators of the algorithm likely will fall under product
liability rules. A body of case law has shown that the situation’s facts and circumstances determine
liability and influence the kind of penalties that are imposed. Those can range from civil fines to
mmprisonment for major harms.[48] The Uber-related fatality in Arizona will be an important test case
for legal liability. The state actively recruited Uber to test its autonomous vehicles and gave the company
considerable latitude in terms of road testing. It remains to be seen if there will be lawsuits in this case
and who 1s sued: the human backup driver, the state of Arizona, the Phoenix suburb where the accident
took place, Uber, software developers, or the auto manufacturer. Given the multiple people and
organizations involved 1n the road testing, there are many legal questions to be resolved.

In non-transportation areas, digital platforms often have limited hability for what happens on their
sites. For example, in the case of Airbnb, the firm “requires that people agree to waive their right to
sue, or to join in any class-action lawsuit or class-action arbitration, to use the service.” By demanding
that its users sacrifice basic rights, the company limits consumer protections and therefore curtails the
ability of people to fight discrimination arising from unfair algorithms.[49] But whether the principle of
neutral networks holds up in many sectors 1s yet to be determined on a widespread basis.
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Iv. Recommendations

In order to balance mnovation with basic human values, we propose a number of
recommendations for moving forward with Al. This includes mmproving data access, increasing
government mvestment m Al, promoting Al workforce development, creating a federal advisory
committee, engaging with state and local officials to ensure they enact effective policies, regulating broad
objectives as opposed to specific algorithms, taking bias seriously as an Al issue, maintaining
mechanisms for human control and oversight, and penalizing malicious behavior and promoting
cybersecurity.

Improving data access

The United States should develop a data strategy that promotes innovation and consumer
protection. Right now, there are no uniform standards in terms of data access, data sharing, or data
protection. Almost all the data are proprietary in nature and not shared very broadly with the research
community, and this limits innovation and system design. Al requires data to test and improve its
learning capacity.[50] Without structured and unstructured data sets, it will be nearly impossible to gain
the full benefits of artificial intelligence.

In general, the research community needs better access to government and business data,
although with appropriate safeguards to make sure researchers do not misuse data in the way Cambridge
Analytica did with Facebook information. There is a variety of ways researchers could gain data access.
One 1s through voluntary agreements with companies holding proprietary data. Facebook, for example,
recently announced a partnership with Stanford economist Ray Chetty to use its social media data to
explore mnequality.[51] As part of the arrangement, researchers were required to undergo background
checks and could only access data from secured sites in order to protect user privacy and security.

Google long has made available search results in aggregated form for researchers and the general
public. Through its “Trends” site, scholars can analyze topics such as interest in Trump, views about
democracy, and perspectives on the overall economy.[52] That helps people track movements in public
mterest and 1dentify topics that galvanize the general public.

Twitter makes much of its tweets available to researchers through application programming
mterfaces, commonly referred to as APIs. These tools help people outside the company build
application software and make use of data from its social media platform. They can study patterns of
social media communications and see how people are commenting on or reacting to current events.

In some sectors where there 1s a discernible public benefit, governments can facilitate
collaboration by building infrastructure that shares data. For example, the National Cancer Institute has
pioneered a data-sharing protocol where certified researchers can query health data it has using de-
identified information drawn from clinical data, claims information, and drug therapies. That enables
researchers to evaluate efficacy and effectiveness, and make recommendations regarding the best
medical approaches, without compromising the privacy of individual patients.

There could be public-private data partnerships that combine government and business data sets
to improve system performance. For example, cities could mtegrate information from ride-sharing
services with its own material on social service locations, bus lines, mass transit, and highway congestion
to improve transportation. That would help metropolitan areas deal with traffic tie-ups and assist in
highway and mass transit planning.

Some combination of these approaches would improve data access for researchers, the
government, and the business community, without impinging on personal privacy. As noted by Ian
Buck, the vice president of NVIDIA, “Data 1s the fuel that drives the Al engine. The federal
government has access to vast sources of information. Opening access to that data will help us get
msights that will transform the U.S. economy.”[53] Through its Data.gov portal, the federal government
already has put over 230,000 data sets ito the public domain, and this has propelled innovation and
aided improvements in Al and data analytic technologies.[54] The private sector also needs to facilitate
research data access so that society can achieve the full benefits of artificial intelligence.
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Increase government investment in Al

According to Greg Brockman, the co-founder of OpenAl, the U.S. federal government invests
only $1.1 billion in non-classified Al technology.[55] That is far lower than the amount being spent by
China or other leading nations i this area of research. That shortfall 1s noteworthy because the
economic payoffs of Al are substantial. In order to boost economic development and social innovation,
federal officials need to increase investment in artificial intelligence and data analytics. Higher
mvestment 1s likely to pay for itself many times over i economic and social benefits.[56]

Promote digital education and workforce development

As Al applications accelerate across many sectors, it 1s vital that we reimagine our educational
mstitutions for a world where Al will be ubiquitous and students need a different kind of training than
they currently receive. Right now, many students do not receive mstruction in the kinds of skills that
will be needed in an Al-dominated landscape. For example, there currently are shortages of data
sclentists, computer scientists, engineers, coders, and plattorm developers. These are skills that are in
short supply; unless our educational system generates more people with these capabilities, 1t will limit
Al development.

For these reasons, both state and federal governments have been investing in AI human capital.
For example, in 2017, the National Science Foundation funded over 6,500 graduate students in
computer-related fields and has launched several new initiatives designed to encourage data and
computer science at all levels from pre-K to higher and continuing education.[57] The goal is to build
a larger pipeline of Al and data analytic personnel so that the United States can reap the full advantages
of the knowledge revolution.

But there also needs to be substantial changes in the process of learning itself. It 1s not just
technical skills that are needed in an Al world but skills of critical reasoning, collaboration, design,
visual display of information, and independent thinking, among others. Al will reconfigure how society
and the economy operate, and there needs to be “big picture” thinking on what this will mean for ethics,
governance, and societal impact. People will need the ability to think broadly about many questions
and integrate knowledge from a number of different areas.

One example of new ways to prepare students for a digital future 1s IBM’s Teacher Advisor
program, utilizing Watson’s free online tools to help teachers bring the latest knowledge into the
classroom. They enable instructors to develop new lesson plans in STEM and non-STEM fields, find
relevant instructional videos, and help students get the most out of the classroom.[58] As such, they are
precursors of new educational environments that need to be created.

Create a federal Al advisory committee

Federal officials need to think about how they deal with artificial intelligence. As noted previously,
there are many issues ranging from the need for improved data access to addressing issues of bias and
discrimiation. It 1s vital that these and other concerns be considered so we gain the full benefits of this
emerging technology.

In order to move forward in this area, several members of Congress have itroduced the “Future
of Artificial Intelligence Act,” a bill designed to establish broad policy and legal principles for Al It
proposes the secretary of commerce create a federal advisory committee on the development and
mmplementation of artificial intelligence. The legislation provides a mechanism for the federal
government to get advice on ways to promote a “climate of investment and mnovation to ensure the
global competitiveness of the United States,” “optimize the development of artificial itelligence to
address the potential growth, restructuring, or other changes in the United States workforce,” “support
the unbiased development and application of artificial intelligence,” and “protect the privacy rights of
mdividuals.”[59]

Among the specific questions the committee 1s asked to address include the following:
competitiveness, workforce impact, education, ethics training, data sharing, international cooperation,
accountability, machine learning bias, rural impact, government efficiency, investment climate, job
mmpact, bias, and consumer impact. The committee 1s directed to submit a report to Congress and the
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administration 540 days after enactment regarding any legislative or administrative action needed on
Al

This legislation 1s a step in the right direction, although the field 1s moving so rapidly that we
would recommend shortening the reporting timeline from 540 days to 180 days. Waiting nearly two
years for a committee report will certainly result in missed opportunities and a lack of action on
mmportant 1ssues. Given rapid advances in the field, having a much quicker turnaround time on the
committee analysis would be quite beneficial.

Engage with state and local officials

States and localities also are taking action on Al. For example, the New York City Council
unanimously passed a bill that directed the mayor to form a taskforce that would “monitor the fairness
and validity of algorithms used by municipal agencies.”[60] The city employs algorithms to “determine
if a lower bail will be assigned to an indigent defendant, where firehouses are established, student
placement for public schools, assessing teacher performance, identifying Medicaid fraud and determine
where crime will happen next.”[61]

According to the legislation’s developers, city officials want to know how these algorithms work
and make sure there 1s sufficient Al transparency and accountability. In addition, there 1s concern
regarding the fairness and biases of Al algorithms, so the taskforce has been directed to analyze these
1issues and make recommendations regarding future usage. It 1s scheduled to report back to the mayor
on a range of Al policy, legal, and regulatory issues by late 2019.

Some observers already are worrying that the taskforce won’t go far enough i holding algorithms
accountable. For example, Julia Powles of Cornell Tech and New York University argues that the bill
originally required companies to make the Al source code available to the public for inspection, and
that there be simulations of its decisionmaking using actual data. After criticism of those provisions,
however, former Councilman James Vacca dropped the requirements in favor of a task force studying
these 1ssues. He and other city officials were concerned that publication of proprietary information on
algorithms would slow innovation and make 1t difficult to find Al vendors who would work with the
city.[62] It remains to be seen how this local task force will balance issues of mnovation, privacy, and
transparency.

Regulate broad objectives more than specific algorithms

The European Union has taken a restrictive stance on these issues of data collection and
analysis.[63] It has rules imiting the ability of companies from collecting data on road conditions and
mapping street views. Because many of these countries worry that people’s personal information in
unencrypted Wi-Fi networks are swept up i overall data collection, the EU has fined technology firms,
demanded copies of data, and placed limits on the material collected.[64] This has made it more
difficult for technology companies operating there to develop the high-definition maps required for
autonomous vehicles.

The GDPR being implemented in Europe place severe restrictions on the use of artificial
mtelligence and machine learning. According to published guidelines, “Regulations prohibit any
automated decision that ‘significantly affects” EU citizens. This includes techniques that evaluates a
person’s ‘performance at work, economic situation, health, personal preferences, interests, reliability,
behavior, location, or movements.””[65] In addition, these new rules give citizens the right to review
how digital services made specific algorithmic choices affecting people.

If interpreted stringently, these rules will make it difficult for European software designers (and
American designers who work with European counterparts) to incorporate artificial intelligence and
high-definiion mapping in autonomous vehicles. Central to navigation in these cars and trucks is
tracking location and movements. Without high-definiion maps containing geo-coded data and the
deep learning that makes use of this information, fully autonomous driving will stagnate in Europe.
Through this and other data protection actions, the European Union 1s putting its manufacturers and
software designers at a significant disadvantage to the rest of the world.

It makes more sense to think about the broad objectives desired in Al and enact policies that
advance them, as opposed to governments trying to crack open the “black boxes” and see exactly how
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specific algorithms operate. Regulating individual algorithms will limit innovation and make 1t difficult
for companies to make use of artificial intelligence.

Take biases seriously

Bias and discrimination are serious issues for Al. There already have been a number of cases of
unfair treatment linked to historic data, and steps need to be undertaken to make sure that does not
become prevalent in artificial mtelligence. Existing statutes governing discrimination in the physical
economy need to be extended to digital platforms. That will help protect consumers and build
confidence n these systems as a whole.

For these advances to be widely adopted, more transparency is needed in how Al systems
operate. Andrew Burt of Immuta argues, “The key problem confronting predictive analytics 1s really
transparency. We’re in a world where data science operations are taking on increasingly important
tasks, and the only thing holding them back 1s going to be how well the data scientists who train the
models can explain what it 1s their models are doing.”[66]

Maintaining mechanisms for human oversight and control

Some individuals have argued that there needs to be avenues for humans to exercise oversight
and control of Al systems. For example, Allen Institute for Artificial Intelligence CEO Oren Etzioni
argues there should be rules for regulating these systems. First, he says, AI must be governed by all the
laws that already have been developed for human behavior, including regulations concerning
“cyberbullying, stock manipulation or terrorist threats,” as well as “entrap[ping] people into committing
crimes.” Second, he believes that these systems should disclose they are automated systems and not
human beings. Third, he states, “An A.l. system cannot retain or disclose confidential information
without explicit approval from the source of that information.”[67] His rationale 1s that these tools store
so much data that people have to be cognizant of the privacy risks posed by Al.

In the same vein, the IEEE Global Initiative has ethical guidelines for Al and autonomous
systems. Its experts suggest that these models be programmed with consideration for widely accepted
human norms and rules for behavior. Al algorithms need to take mto effect the importance of these
norms, how norm conflict can be resolved, and ways these systems can be transparent about norm
resolution. Software designs should be programmed for “nondeception” and “honesty,” according to
ethics experts. When falures occur, there must be mitigation mechanisms to deal with the
consequences. In particular, AI must be sensitive to problems such as bias, discrimination, and
fairness.[68]

A group of machine learning experts claim it is possible to automate ethical decisionmaking.
Using the trolley problem as a moral dilemma, they ask the following question: If an autonomous car
goes out of control, should it be programmed to kill its own passengers or the pedestrians who are
crossing the street? They devised a “voting-based system” that asked 1.3 million people to assess
alternative scenarios, summarized the overall choices, and applied the overall perspective of these
mdividuals to a range of vehicular possibilities. That allowed them to automate ethical decisionmaking
m Al algorithms, taking public preferences into account.[69] This procedure, of course, does not
reduce the tragedy involved m any kind of fatality, such as seen in the Uber case, but it provides a
mechanism to help Al developers incorporate ethical considerations in their planning.

Penalize malicious behavior and promote cybersecurity

As with any emerging technology, it 1s important to discourage malicious treatment designed to
trick software or use it for undesirable ends.[70] This 1s especially important given the dual-use aspects
of Al, where the same tool can be used for beneficial or malicious purposes. The malevolent use of Al
exposes individuals and organizations to unnecessary risks and undermines the virtues of the emerging
technology. This includes behaviors such as hacking, manipulating algorithms, compromising privacy
and confidentiality, or stealing identities. Efforts to hijack Al in order to solicit confidential information
should be seriously penalized as a way to deter such actions.[71]

In a rapidly changing world with many entities having advanced computing capabilities, there
needs to be serious attention devoted to cybersecurity. Countries have to be careful to safeguard their
own systems and keep other nations from damaging their security.[72] According to the U.S.
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Department of Homeland Security, a major American bank receives around 11 million calls a week at
its service center. In order to protect its telephony from denial of service attacks, it uses a “machine
learning-based policy engine [that] blocks more than 120,000 calls per month based on voice firewall
policies including harassing callers, robocalls and potential fraudulent calls.”[73] This represents a way
i which machine learning can help defend technology systems from malevolent attacks.

V. Conclusion

To summarize, the world 1s on the cusp of revolutionizing many sectors through artificial
mtelligence and data analytics. There already are significant deployments in finance, national security,
health care, criminal justice, transportation, and smart cities that have altered decisionmaking, business
models, risk mitigation, and system performance. These developments are generating substantial
economic and social benefits.

Yet the manner in which Al systems unfold has major implications for society as a whole. It
matters how policy issues are addressed, ethical conflicts are reconciled, legal realities are resolved, and
how much transparency is required in Al and data analytic solutions.[74] Human choices about
software development affect the way in which decisions are made and the manner in which they are
mtegrated into organizational routines. Exactly how these processes are executed need to be better
understood because they will have substantial impact on the general public soon, and for the foreseeable
future. Al may well be a revolution in human affairs, and become the single most mfluential human
mnovation in history.

Note: We appreciate the research assistance of Grace Gilberg, Jack Karsten, Hillary Schaub, and
Kristjan Tomasson on this project.

The Brookings Institution 1s a nonprofit organization devoted to independent research and policy
solutions. Its mission 1s to conduct high-quality, independent research and, based on that research, to
provide mnovative, practical recommendations for policymakers and the public. The conclusions and
recommendations of any Brookings publication are solely those of its author(s), and do not reflect the
views of the Institution, its management, or its other scholars.
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The Future of AI: How Artificial
Intelligence Will Change the Worlid

Written bymike Thomas

If it feels like the future of Al is a rapidly changing landscape, that’s because the present
mnovations n the field of artificial intelligence are accelerating at such a blazing-fast pace that 1t’s tough
to keep up.

Indeed, artificial intelligence 1s shaping the future of humanity across nearly every industry. It 1s
already the main driver of emerging technologies like big data, robotics and IoT — not to mention
generative Al, with tools like ChatGPT and Al art generators garnering mainstream attention — and it
will continue to act as a technological innovator for the foreseeable future.

Roughly 44 percent of companies are looking to make serious investments in Al and integrate it
mto their businesses. And of the 9,130 patents received by IBM inventors in 2021, 2,300 were Al-
related.

It seems likely that Al is going to (continue to) change the world. But how, exactly?

The evolution of ai

AT’s influence on technology is due in part because of how it impacts computing. Through Al,
computers have the ability to harness massive amounts of data and use their learned intelligence to
make optimal decisions and discoveries in fractions of the time that it would take humans.

Al has come a long way since 1951, when the first documented success of an Al computer
program was written by Christopher Strachey, whose checkers program completed a whole game on
the Ferranti Mark I computer at the University of Manchester.

Since then, Al has been used to help sequence RNA for vaccines and model human speech,
technologies that rely on model- and algorithm-based machine learning and increasingly focus on
perception, reasoning and generalization. With innovations like these, Al has re-taken center stage like
never before — and it won’t cede the spotlight anytime soon.

What industries will ai change?

There’s virtually no major industry that modern AI — more specifically, “narrow Al,” which
performs objective functions using data-tramed models and often falls into the categories of deep
learning or machine learning — hasn’t already affected. That’s especially true i the past few years, as
data collection and analysis has ramped up considerably thanks to robust IoT connectivity, the
proliferation of connected devices and ever-speedier computer processing.

“I think anybody making assumptions about the capabilities of intelligent software capping out at
some point are mistaken,” David Vandegrift, CTO and co-founder of the customer relationship
management firm 4Degrees, said.

With companies spending billions of dollars on Al products and services annually, tech giants
like Google, Apple, Microsoft and Amazon spending billions to create those products and services,
universities making Al a more prominent part of their curricula and the U.S. Department of
Defense upping its Al game, big things are bound to happen.

“Lots of industries go through this pattern of winter, winter, and then an eternal spring,” former
Google Brain leader and Baidu chief scientist Andrew Ng told ZDNet. “We may be in the eternal
spring of AL.”
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Some sectors are at the start of their Al journey, others are veteran travelers. Both have a long
way to go. Regardless, the impact Al 1s having on our present day lives 1s hard to ignore.

Ai in transportation

Transportation 1s one industry that 1s certainly teed up to be drastically changed by Al. Self-
driving cars and Al travel planners are just a couple of facets of how we get from point A to point B that
will be influenced by Al. Even though autonomous vehicles are far from perfect, they will one day ferry
us from place to place.

Ai in manufacturing

Manufacturing has been benefiting from Al for years. With Al-enabled robotic arms and other
manufacturing bots dating back to the 1960s and 1970s, the industry has adapted well to the powers of
Al These industrial robots typically work alongside humans to perform a limited range of tasks like
assembly and stacking, and predictive analysis sensors keep equipment running smoothly.

Ai in healthcare

It may seem unlikely, but Al healthcare 1s already changing the way humans interact with medical
providers. Thanks to its big data analysis capabilities, Al helps identify diseases more quickly and
accurately, speed up and streamline drug discovery and even monitor patients through virtual nursing
assistants.

Ai in education

Al in education will change the way humans of all ages learn. AI’s use of machine learning, natural
language processing and facial recognition help digitize textbooks, detect plagiarism and gauge the
emotions of students to help determine who’s struggling or bored. Both presently and in the future, Al
tailors the experience of learning to student’s individual needs.

Ai in media

Journalism 1s harnessing Al too, and will continue to benefit from it. One example can be seen
i The Associated Press’ use of Automated Insights, which produces thousands of earning reports
stories per year. But as generative Al writing tools, such as ChatGPT, enter the market, questions about
their use n journalism abound.

Ai in customer service

Most people dread getting a robo-call, but Al in customer service can provide the mdustry with
data-driven tools that bring meaningful msights to both the customer and the provider. Al tools
powering the customer service industry come in the form of chatbots and virtual assistants.

The impact of ai on society

How ai will change work

During a lecture at Northwestern University, Al expert Kai-Fu Lee championed Al technology
and 1its forthcoming impact while also noting its side effects and hmitations. Of the former, he warned:

“The bottom 90 percent, especially the bottom 50 percent of the world in terms of income or
education, will be badly hurt with job displacement ... The simple question to ask 1s, ‘How routine 1s a
job?” And that 1s how likely [it 1s] a job will be replaced by Al, because Al can, within the routine task,
learn to optimize itself. And the more quantitative, the more objective the job is—separating things into
bins, washing dishes, picking fruits and answering customer service calls—those are very much scripted
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tasks that are repetitive and routine in nature. In the matter of five, 10 or 15 years, they will be displaced
by AL”

In the warehouses of online giant and Al powerhouse Amazon, which buzz with more than
100,000 robots, picking and packing functions are still performed by humans — but that will change.

Lee’s opmion was echoed by Infosys president Mohit Joshi, who told the New York Times,
“People are looking to achieve very big numbers. Farlier they had incremental, five to 10 percent goals
in reducing their workforce. Now they’re saying, “Why can’t we do it with one percent of the people we
have?””

On a more upbeat note, Lee stressed that today’s Al 1s useless in two significant ways: it has no
creativity and no capacity for compassion or love. Rather, it’s “a tool to amplify human creativity.” His
solution? Those with jobs that involve repetitive or routine tasks must learn new skills so as not to be
left by the wayside. Amazon even offers its employees money to train for jobs at other companies.

“One of the absolute prerequisites for Al to be successful in many [areas] 1s that we nvest
tremendously 1in education to retrain people for new jobs,” said Klara Nahrstedt, a computer science
professor at the University of Illinois at Urbana-Champaign and director of the school’s Coordinated
Science Laboratory.

She’s concerned that’s not happening widely or often enough. Marc Gyongyosi, founder
of Onetrack.Al, 1s even more specific.

“People need to learn about programming like they learn a new language,” he said. “And they
need to do that as early as possible because it really 1s the future. In the future, if you don’t know coding,
you don’t know programming, it’s only going to get more difficult.”

While many of those who are forced out of jobs by technology will find new ones, Vandegrift
said, that won’t happen overnight. As with America’s transition from an agricultural to an industrial
economy during the Industrial Revolution, which played a big role in causing the Great Depression,
people eventually got back on their feet. The short-term impact, however, was massive.

“The transition between jobs going away and new ones [emerging],” Vandegrift said, “is not
necessarily as painless as people like to think.”

Mike Mendelson, a learner experience designer for NVIDIA, 1s a different kind of educator than
Nahrstedt. He works with developers who want to learn more about Al and apply that knowledge to
their businesses.

“If they understand what the technology is capable of and they understand the domain very well,
they start to make connections and say, ‘Maybe this 1s an Al problem, maybe that’s an Al problem,””
he said. “That’s more often the case than ‘I have a specific problem I want to solve.””

The impact of ai on society
How ai will change work

During a lecture at Northwestern University, Al expert Kai-Fu Lee championed Al technology
and 1its forthcoming impact while also noting its side effects and hmitations. Of the former, he warned:

“The bottom 90 percent, especially the bottom 50 percent of the world in terms of income or
education, will be badly hurt with job displacement ... The simple question to ask 1s, ‘How routine 1s a
job?” And that 1s how likely [it 1s] a job will be replaced by Al, because Al can, within the routine task,
learn to optimize itself. And the more quantitative, the more objective the job 1s—separating things into
bins, washing dishes, picking fruits and answering customer service calls—those are very much scripted
tasks that are repetitive and routine in nature. In the matter of five, 10 or 15 years, they will be displaced
by AlL.”

In the warehouses of online giant and Al powerhouse Amazon, which buzz with more than
100,000 robots, picking and packing functions are still performed by humans — but that will change.

Lee’s opinion was echoed by Infosys president Mohit Joshi, who told the New York Times,
“People are looking to achieve very big numbers. Earlier they had incremental, five to 10 percent goals
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in reducing their workforce. Now they’re saying, “Why can’t we do it with one percent of the people we
have?””

On a more upbeat note, Lee stressed that today’s Al 1s useless in two significant ways: it has no
creativity and no capacity for compassion or love. Rather, it’s “a tool to amplify human creativity.” His
solution? Those with jobs that involve repetitive or routine tasks must learn new skills so as not to be
left by the wayside. Amazon even offers its employees money to train for jobs at other companies.

“One of the absolute prerequisites for Al to be successful in many [areas] 1s that we mvest
tremendously in education to retrain people for new jobs,” said Klara Nahrstedt, a computer science
professor at the University of Illinois at Urbana-Champaign and director of the school’s Coordinated
Science Laboratory.

She’s concerned that’s not happening widely or often enough. Marc Gyongyosi, founder
of Onetrack.Al, is even more specific.

“People need to learn about programming like they learn a new language,” he said. “And they
need to do that as early as possible because it really 1s the future. In the future, if you don’t know coding,
you don’t know programming, it’s only going to get more difficult.”

While many of those who are forced out of jobs by technology will find new ones, Vandegrift
said, that won’t happen overnight. As with America’s transition from an agricultural to an industrial
economy during the Industrial Revolution, which played a big role in causing the Great Depression,
people eventually got back on their feet. The short-term impact, however, was massive.

“The transition between jobs going away and new ones [emerging],” Vandegrift said, “is not
necessarily as painless as people like to think.”

Mike Mendelson, a learner experience designer for NVIDIA, 1s a different kind of educator than
Nahrstedt. He works with developers who want to learn more about Al and apply that knowledge to
their businesses.

“If they understand what the technology 1s capable of and they understand the domain very well,
they start to make connections and say, ‘Maybe this 1s an Al problem, maybe that’s an Al problem,””
he said. “That’s more often the case than ‘I have a specific problem I want to solve.””

Preparing for the future of ai
The possibilities of artificial general intelligence

Speaking at London’s Westminster Abbey in late 2018, internationally renowned Al expert Stuart
Russell joked (or not) about his “formal agreement with journalists that I won’t talk to them unless they
agree not to put a T'erminator robot in the article.”

His quip revealed an obvious contempt for Hollywood representations of far-future Al, which
tend toward the overwrought and apocalyptic. What Russell referred to as “human-level Al,” also
known as artificial general intelligence (AGI), has long been fodder for fantasy. But the chances of its
being realized anytime soon, or at all, are pretty slim.

“There are still major breakthroughs that have to happen before we reach anything that resembles
human-level Al,” Russell explained.

Russel also pointed out that Al 1s not currently equipped to fully understand language. This shows
a distinct difference between humans and Al at the present moment: Humans can translate machine
language and understand it, but Al can’t do the same for human language. However, if we reach a point
where Al is able to understand our languages, Al systems would be able to read and understand
everything ever written.

“Once we have that capability, you could then query all of human knowledge and it would be
able to synthesize and integrate and answer questions that no human being has ever been able to
answer,” Russell added, “because they haven’t read and been able to put together and join the dots
between things that have remained separate throughout history.”
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This offers us a lot to think about. On the subject of which, emulating the human brain is
exceedingly difficult and yet another reason for AGI’s still-hypothetical future. Longtime University of
Michigan engineering and computer science professor John Laird has conducted research n the field
for several decades.

“The goal has always been to try to build what we call the cognitive architecture, what we think 1s
mnate to an mtelligence system,” he says of work that’s largely inspired by human psychology. “One of
the things we know, for example, 1s the human brain 1s not really just a homogenous set of neurons.
There’s a real structure in terms of different components, some of which are associated with knowledge
about how to do things in the world.”

That’s called procedural memory. Then there’s knowledge based on general facts, a.k.a. semantic
memory, as well as knowledge about previous experiences (or personal facts) which 1s called episodic
memory. One of the projects at Laird’s lab mvolves using natural language instructions to teach a robot
simple games like Tic-Tac-Toe and puzzles. Those instructions typically involve a description of the
goal, a rundown of legal moves and failure situations. The robot internalizes those directives and uses
them to plan its actions. As ever, though, breakthroughs are slow to come — slower, anyway, than Laird
and his fellow researchers would like.

“Every time we make progress,” he says, “we also get a new appreciation for how hard it 1s.”

Is agi a threat to humanity?

More than a few leading Al figures subscribe (some more hyperbolically than others) to a
nightmare scenario that mvolves what’s known as “singularity,” whereby superintelligent machines take
over and permanently alter human existence through enslavement or eradication.

The late theoretical physicist Stephen Hawking famously postulated that if Al itself begins
designing better Al than human programmers, the result could be “machines whose intelligence
exceeds ours by more than ours exceeds that of snails.” Elon Musk believes and has warned that AGI
1s humanity’s biggest existential threat. Efforts to bring it about, he has said, are like “summoning the
demon.” He has even expressed concern that his pal, Google co-founder Larry Page could accidentally
shepherd something “evil” into existence despite his best intentions.

Even Gyongyosi rules nothing out. He’s no alarmist when 1t comes to Al predictions, but at some
point, he says, humans will no longer need to train systems; they’ll learn and evolve on their own.

“I don’t think the methods we use currently in these areas will lead to machines that decide to kill
us,” Gyongyosi said. “I think that maybe five or 10 years from now, I’ll have to reevaluate that statement
because we’ll have different methods available and different ways to go about these things.

While murderous machines may well remain fodder for fiction, many believe they’ll supplant
humans 1n various ways.

Oxford University’s Future of Humanity Institute published the results of an Al survey. Titled
“When Will Al Exceed Human Performance? Evidence from Al Experts,” it contains estimates from
352 machine learning researchers about AI’s evolution n years to come.

There were lots of optimists 1n this group. By 2026, a median number of respondents said,
machines will be capable of writing school essays; by 2027 self-driving trucks will render drivers
unnecessary; by 2031 Al will outperform humans i the retail sector; by 2049 Al could be the next
Stephen King and by 2053 the next Charlie Teo. The slightly jarring capper: By 2137, all human jobs
will be automated. But what of humans themselves? Sipping umbrella drinks served by droids, no
doubt.

Diego Klabjan, a professor at Northwestern University and founding director of the school’s
Master of Science in Analytics program, counts himself an AGI skeptic.

“Currently, computers can handle a little more than 10,000 words,” he said. “So, a few million
neurons. But human brains have billions of neurons that are connected in a very intriguing and complex
way, and the current state-of-the-art [technology] is just straightforward connections following very easy
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patterns. So going from a few million neurons to billions of neurons with current hardware and software
technologies — I don’t see that happening.”

How will we use agi?

Klabjan also puts little stock in extreme scenarios — the type mvolving, say, murderous cyborgs
that turn the earth into a smoldering hellscape. He’s much more concerned with machines — war
robots, for instance — being fed faulty “incentives” by nefarious humans. As MIT physics professors
and leading Al researcher Max Tegmark put it in a 2018 TED Talk, “The real threat from Al isn’t
malice, like in silly Hollywood movies, but competence — Al accomplishing goals that just aren’t aligned
with ours.”

That’s Laird’s take, too: “I definitely don’t see the scenario where something wakes up and
decides 1t wants to take over the world,” he said. “I think that’s science fiction and not the way it’s going
to play out.”

‘What Laird worries most about 1sn’t evil Al, per se, but “evil humans using Al as a sort of false
force multiplier” for things like bank robbery and credit card fraud, among many other crimes. And so,
while he’s often frustrated with the pace of progress, AI’s slow burn may actually be a blessing.

“Time to understand what we’re creating and how we’re going to incorporate 1t into society,”
Laird said, “might be exactly what we need.”

But no one knows for sure.

“There are several major breakthroughs that have to occur, and those could come very quickly,”
Russell said during his Westminster talk. Referencing the rapid transformational effect of nuclear fission
(atom splitting) by British physicist Ernest Rutherford in 1917, he added, “It’s very, very hard to predict
when these conceptual breakthroughs are going to happen.”

But whenever they do, if they do, he emphasized the importance of preparation. That means
starting or continuing discussions about the ethical use of AGI and whether it should be regulated. That
means working to eliminate data bias, which has a corrupting effect on algorithms and 1s currently a fat
fly in the Al omntment. That means working to invent and augment security measures capable of keeping
the technology in check. And it means having the humility to realize that just because we can doesn’t
mean we should.

“Most AGI researchers expect AGI within decades, and 1if we just bumble into this unprepared,
it will probably be the biggest mistake i human history. It could enable brutal global dictatorship with
unprecedented mequality, surveillance, suffering and maybe even human extinction,” Tegmark said in
his TED Talk. “But if we steer carefully, we could end up in a fantastic future where everybody’s better
oftf — the poor are richer, the rich are richer, everybody’s healthy and free to live out their dreams.”

Improvements ahead: How humans and Al might evolve together in the next decade

BY JANNA ANDERSON AND LEE RAINIE

Other questions to the experts in this canvassing invited their views on the hopeful things that will
occur 1n the next decade and for examples of specific applications that might emerge. What will human-
technology co-evolution look like by 2030? Participants in this canvassing expect the rate of change to
fall in a range anywhere from incremental to extremely impactful. Generally, they expect Al to continue
to be targeted toward efficiencies in workplaces and other activities, and they say it 1s hikely to be
embedded in most human endeavors.

The greatest share of participants in this canvassing said automated systems driven by artificial
mtelligence are already improving many dimensions of their work, play and home lives and they expect
this to continue over the next decade. While they worry over the accompanying negatives of human-Al
advances, they hope for broad changes for the better as networked, intelligent systems are
revolutionizing everything, from the most pressing professional work to hundreds of the little “everyday”
aspects of existence.

One respondent’s answer covered many of the improvements experts expect as machines sit
alongside humans as their assistants and enhancers. An associate professor at a major university in

- 23 -



Rozmluvy s Al

Israel wrote, “In the coming 12 years Al will enable all sorts of professions to do their work more
efficiently, especially those involving ‘saving life’: individualized medicine, policing, even warfare (where
attacks will focus on disabling infrastructure and less in killing enemy combatants and civilians). In other
professions, Al will enable greater individualization, e.g., education based on the needs and intellectual
abilities of each pupil/student. Of course, there will be some downsides: greater unemployment in
certain ‘rote’ jobs (e.g., transportation drivers, food service, robots and automation, etc.).”

This section begins with experts sharing mostly positive expectations for the evolution of humans
and Al It 1s followed by separate sections that include their thoughts about the potential for AI-human
partnerships and quality of life in 2030, as well as the future of jobs, health care and education.

Al will be integrated into most aspects of life, producing new efficiencies and enhancing human
capacities

Many of the leading experts extolled the positives they expect to continue to expand as Al tools
evolve to do more things for more people.

Martyn van Otterlo, author of “Gatekeeping Algorithms with Human Ethical Bias” and assistant
professor of artificial intelligence at Tilburg University in the Netherlands, wrote, “Even though I see
many ethical 1ssues, potential problems and especially power imbalance/misuse 1ssues with Al (not even
starting about singularity issues and out-of-control Al), I do think AI will change most lives for the
better, especially looking at the short horizon of 2030 even more-so, because even bad effects of Al can
be considered predominantly ‘good’ by the majority of people. For example, the Cambridge Analytica
case has shown us the huge privacy issues of modern social networks in a market economy, but, overall,
people value the extraordinary services Facebook offers to improve communication opportunities,
sharing capabilities and so on.”

Vint Cerf, Internet Hall of Fame member and vice president and chief internet evangelist at
Google, said, “I see Al and machine learning as augmenting human cognition a la Douglas Engelbart.
There will be abuses and bugs, some harmful, so we need to be thoughtful about how these technologies
are implemented and used, but, on the whole, I see these as constructive.”

Micheal O Foghly, engineering director and DevOps Code Pillar at Google’s Munich office, said,
“The trend 1s that AI/ML models in specific domains can out-perform human experts (e.g., certain
cancer diagnoses based on mmage-recognition in retina scans). I think it would be fairly much the
consensus that this trend would continue, and many more such systems could aid human experts to be
more accurate.”

Craig Mathias, principal at Farpoint Group, an advisory firm specializing in wireless networking
and mobile computing, commented, “Many if not most of the large-scale technologies that we all
depend upon - such as the internet itself, the power grid, and roads and highways - will simply be
unable to function i the future without Al, as both solution complexity and demand continue to
mcrease.”

Matt Mason, a roboticist and the former director of the Robotics Institute at Carnegie Mellon
University, wrote, “Al will present new opportunities and capabilities to improve the human experience.
While it 1s possible for a society to behave irrationally and choose to use it to their detriment, I see no
reason to think that 1s the more likely outcome.”

Mike Osswald, vice president of experience mnovation at Hanson Inc., commented, “I'm
thinking of a world i which people’s devices continuously assess the world around them to keep a
population safer and healthier. Thinking of those living in large urban areas, with devices forming a
network of Al input through sound analysis, air quality, natural events, etc., that can provide collective
notifications and insight to everyone in a certain area about the concerns of environmental factors,
physical health, even helping provide no quarter for bad actors through community policing.”

Barry Hughes, senior scientist at the Center for International Futures at the University of Denver,
commented, “I was one of the original test users of the ARPANET and now can hardly imagine living
without the mternet. Although Al will be disruptive through 2030 and beyond, meaning that there will
be losers i the workplace and growing reasons for concern about privacy and Al/cyber-related crime,
on the whole I expect that individuals and societies will make choices on use and restriction of use that
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benefit us. Examples include likely self-driving vehicles at that time, when my wife’s deteriorating vision
and that of an increased elderly population will make it increasingly liberating. I would expect rapid
growth m use for informal/non-traditional education as well as some more ambivalent growth n the
formal-education sector. Big-data applications in health-related research should be increasingly
productive, and health care delivery should benefit. Transparency with respect to its character and use,
mcluding its developers and their personal benefits, 1s especially important in limiting the mevitable
abuse.”

Dana Klisanin, psychologist, futurist and game designer, predicted, “People will increasingly
realize the importance of iteracting with each other and the natural world and they will program Al to
support such goals, which will in turn support the ongoing emergence of the ‘slow movement.” For
example, grocery shopping and mundane chores will be allocated to Al (smart appliances), freeing up
time for preparation of meals in keeping with the slow food movement. Concern for the environment
will likewise encourage the growth of the slow goods/slow fashion movement. The ability to recycle,
reduce, reuse will be enhanced by the use of in-home 3D printers, giving rise to a new type of ‘craft’
that 1s supported by Al. Al will support the ‘cradle-to-grave’ movement by making it easier for people
to trace the manufacturing process from inception to final product.”

Liz Rykert, president at Meta Strategies, a consultancy that works with technology and complex
organizational change, responded, “The key for networked Al will be the ability to diffuse equitable
responses to basic care and data collection. If bias remains in the programming it will be a big problem.
I believe we will be able to develop systems that will learn from and reflect a much broader and more
diverse population than the systems we have now.”

Michael R. Nelson, a technology policy expert for a leading network services provider who
worked as a technology policy aide in the Clinton administration, commented, “Most media reports
focus on how machine learning will directly affect people (medical diagnosis, self-driving cars, etc.) but
we will see big improvements in infrastructure (traffic, sewage treatment, supply chain, etc.).”

Gary Arlen, president of Arlen Communications, wrote, “After the mitial frenzy recedes about
specific Al applications (such as autonomous vehicles, workplace robotics, transaction processing,
health diagnoses and entertainment selections), specific applications will develop - probably in areas
barely being considered today. As with many new technologies, the benefits will not apply equally,
potentially expanding the haves-and-have-nots dichotomy. In addition, as Al delves into new fields -
mcluding creative work such as design, music/art composition - we may see new legal challenges about
illegal appropriation of intellectual property (via machine learning). However, the new legal tasks from
such litigation may not need a conventional lawyer - but could be handled by Al itself. Professional
health care Al poses another type of dichotomy. For patients, Al could be a bonanza, identifying
aillments, often 1n early stages (based on early symptoms), and recommending treatments. At the same
time, such automated tasks could impact employment for medical professionals. And again, there are
legal challenges to be determined, such as hability in the case of a wrong action by the Al. Overall, there
1s no such thing as ‘most people,” but many individuals and groups - especially in professional situations
- WILL live better lives thanks to Al, albeit with some severe adjustment pains.”

Tim Morgan, a respondent who provided no 1dentifying details, said, “Algorithmic machine
learning will be our intelligence amplifier, exhaustively exploring data and designs in ways humans alone
cannot. The world was shocked when IBM’s Deep Blue computer beat Garry Kasparov in 1997. What
emerged later was the realization that human and Al ‘centaurs’ could combine to beat anyone, human
or Al. The synthesis 1s more than the sum of the parts.”

Marshall Kirkpatrick, product director of influencer marketing, responded, “If the network can
be both decentralized and imbued with empathy, rather than characterized by violent exploitation, then
we’re safe. I expect it will land in between, hopefully leaning toward the positive. For example, I expect
our understanding of self and freedom will be greatly impacted by an instrumentation of a large part of
memory, through personal logs and our data exhaust being recognized as valuable just like when we
shed the term ‘junk DNA.” Networked Al will bring us new insights into our own lives that might seem
as far-fetched today as it would have been 30 years ago to say, ‘T’ll tell you what music your friends are
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discovering right now.” Al is most likely to augment humanity for the better, but it will take longer and
not be done as well as it could be. Hopefully we’ll build it in a way that will help us be comparably
understanding to others.”

Daniel A. Menasce, professor of computer science at George Mason University, commented,
“Al and related technologies coupled with significant advances in computer power and decreasing costs
will allow specialists in a variety of disciplines to perform more efficiently and will allow non-specialists
to use computer systems to augment their skills. Some examples include health delivery, smart cities
and smart buildings. For these applications to become reality, easy-to-use user interfaces, or better yet
transparent user interfaces will have to be developed.”

David Wells, chief financial officer at Netflix, responded, “Technology progression and
advancement has always been met with fear and anxiety, giving way to tremendous gains for humankind
as we learn to enhance the best of the changes and adapt and alter the worst. Continued networked Al
will be no different but the pace of technological change has increased, which 1s different and requires
us to more quickly adapt. This pace 1s different and presents challenges for some human groups and
societies that we will need to acknowledge and work through to avoid marginalization and political
conflict. But the gains from better education, medical care and crime reduction will be well worth the
challenges.”

Rik Farrow, editor of ;login: for the USENIX association, wrote, “Humans do poorly when i1t
comes to making decisions based on facts, rather than emotional 1ssues. Humans get distracted easily.
There are certainly things that Al can do better than humans, like driving cars, handling finances, even
diagnosing illnesses. Expecting human doctors to know everything about the varieties of disease and
humans 1s silly. Let computers do what they are good at.”

Steve Crocker, CEO and co-founder of Shinkuro Inc. and Internet Hall of Fame member,
responded, “Al and human-machine interaction has been under vigorous development for the past 50
years. The advances have been enormous. The results are marbled through all of our products and
systems. Graphics, speech [and] language understanding are now taken for granted. Encyclopedic
knowledge 1s available at our fingertips. Instant communication with anyone, anywhere exists for about
half the world at minimal cost. The effects on productivity, lifestyle and reduction of risks, both natural
and man-made, have been extraordinary and will continue. As with any technology, there are
opportunities for abuse, but the challenges for the next decade or so are not significantly different from
the challenges mankind has faced in the past. Perhaps the largest existential threat has been the potential
for nuclear holocaust. In comparison, the concerns about Al are significantly less.”

James Kadtke, expert on converging technologies at the Institute for National Strategic Studies at
the U.S. National Defense University, wrote, “Barring the deployment of a few different radically new
technologies, such as general AI or commercial quantum computers, the internet and Al [between now
and 2030] will proceed on an evolutionary trajectory. Expect internet access and sophistication to be
considerably greater, but not radically different, and also expect that malicious actors using the iternet
will have greater sophistication and power. Whether we can control both these trends for positive
outcomes 1s a public policy 1ssue more than a technological one.”

Tim Morgan, a respondent who provided no 1dentifying details, said, “Human/Al collaboration
over the next 12 years will improve the overall quality of life by finding new approaches to persistent
problems. We will use these adaptive algorithmic tools to explore whole new domains n every industry
and field of study: materials science, biotech, medicine, agriculture, engineering, energy, transportation
and more. ... This goes beyond computability into human relationships. Als are beginning to
understand and speak the human language of emotion. The potential of affective computing ranges
from productivity-increasing adaptive interfaces, to ‘pre-crime’ security monitoring of airports and other
gathering places, to companion ‘pets’ which monitor their aging owners and interact with them n ways
that improve their health and disposition. Will there be unseen dangers or consequences? Definitely.
That 1s our pattern with our tools. We invent them, use them to improve our lives and then refine them
when we find problems. Al 1s no different.”
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Ashok Goel, director of the human-centered computing Ph.D. program at Georgia Tech, wrote,
“Human-Al interaction will be multimodal: We will directly converse with Als, for example. However,
much of the impact of Al will come in enhancing human-human interaction across both space (we will
be networked with others) and time (we will have access to all our previously acquired knowledge). This
will aid, augment and amplify individual and collective human intelligence m unprecedented and
powerful ways.”

Dawvid Cake, an leader with Electronic Frontiers Australia and vice-chair of the ICANN GNSO
Council, wrote, “In general, machine learning and related technologies have the capacity to greatly
reduce human error in many areas where it 1s currently very problematic and make available good,
appropriately taillored advice to people to whom it 1s currently unavailable, in literally almost every field
of human endeavour.”

Fred Baker, an independent networking technologies consultant, longtime leader in the Internet
Engineering Task Force and engineering fellow with Cisco, commented, “In my opinion, developments
have not been ‘out of control,” in the sense that the creation of Terminator’s Skynet or the HAL 9000
computer might depict them. Rather, we have learned to automate processes in which neural networks
have been able to follow data to its conclusion (which we call ‘big data’) unaided and uncontaminated
by human intuition, and sometimes the results have surprised us. These remain, and in my opinion will
remain, to be interpreted by human beings and used for our purposes.”

Bob Frankston, software innovation pioneer and technologist based in North America, wrote, “It
could go either way. Al could be a bureaucratic straitjacket and tool of surveillance. I'm betting that
machine learning will be like the X-ray in giving us the ability to see new wholes and gain mnsights.”

Perry Hewitt, a marketing, content and technology executive, wrote, “T'oday, voice-activated
technologies are an untamed beast in our homes. Some 169% of Americans have a smart speaker, and
yet they are relatively dumb devices: They misinterpret questions, offer generic answers and, to the
consternation of some, are turning our kids mnto a* *holes. I am bullish on human-machine interactions
developing a better understanding of and improving our daily routines. I think in particular of the
working parent, often although certainly not exclusively a woman, who carries so much information in
their head. What if a human-machine collaboration could stock the house with essentials, schedule the
pre-camp pediatrician appointments and prompt drivers for the alternate-side parking/street cleaning
rules. The ability for narrow Al to assimilate new information (the bus 1s supposed to come at 7:10 but
a month nto the school year is known to actually come at 7:16) could keep a family connected and
mformed with the right data, and reduce the mental load of household management.”

John McNutt, a professor in the school of public policy and administration at the University of
Delaware, responded, “Throwing out technology because there 1s a potential downside 1s not how
human progress takes place. In public service, a turbulent environment has created a situation where
knowledge overload can seriously degrade our ability to do the things that are essential to implement
policies and serve the public good. Al can be the difference between a public service that works well
and one that creates more problems than it solves.”

Randy Marchany, chief information security officer at Virginia Tech and director of Virginia
Tech’s I'T Security Laboratory, said, “Al-human interaction in 2030 will be n its ‘infancy’ stage. AI will
need to go to ‘school’ in a manner similar to humans. They will amass large amounts of data collected
by various sources but need ‘ethics’ tramning to make good decisions. Just as kids are taught a wide
variety of info and some sort of ethics (religion, social manners, etc.), AI will need similar training. Will
Al get the proper training? Who decides the training content?”

Robert Stratton, cybersecurity expert, said, “While there 1s widespread acknowledgement mn a
variety of disciplines of the potential benefits of machine learning and artificial intelhigence technologies,
progress has been tempered by their misapplication. Part of data science 1s knowing the right tool for a
particular job. As more-rigorous practitioners begin to gain comfort and apply these tools to other
corpora 1t’s reasonable to expect some significant gains in efficiency, msight or profitability in many
fields. This may not be visible to consumers except through increased product choice, but it may
include everything from drug discovery to driving.”
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A data analyst for an organization developing marketing solutions said, “Assuming that policies
are 1n place to prevent the abuse of Al and programs are in place to find new jobs for those who would
be career-displaced, there 1s a lot of potential in Al mtegration. By 2030, most Al will be used for
marketing purposes and be more annoying to people than anything else as they are bombarded with
personalized ads and recommendations. The rest of Al usage will be its integration into more tedious
and repetitive tasks across career fields. Implementing Al in this fashion will open up more time for
humans to focus on long-term and in-depth tasks that will allow further and greater societal progression.
For example, Al can be trained to identify and codify qualitative information from surveys, reviews,
articles, etc., far faster and n greater quantities than even a team of humans can. By having Al perform
these tasks, analysts can spend more time parsing the data for trends and information that can then be
used to make more-informed decisions faster and allow for speedier turn-around times. Minor product
faults can be addressed before they become widespread, scientists can generate semiannual reports on
environmental changes rather than annual or biannual.”

Helena Draganik, a professor at the University of Gdansk in Poland, responded, “Al will not
change humans. It will change the relations between them because 1t can serve as an interpreter of
communication. It will change our habits (as an intermediation technology). Al will be a great
commodity. It will help in cases of health problems (diseases). It will also generate a great ‘data industry’
(big data) market and a lack of anonymity and privacy. Humanity will more and more depend on
energy/electricity. These factors will create new social, cultural, security and political problems.”

There are those who think there won’t be much change by 2030.

Christine Boese, digital strategies professional, commented, “I believe it 1s as Willlam Gibson
postulated, “The future 1s already here, it just not very evenly distributed.” What I know from my work
mn user-experience design and in exposure to many different Fortune 500 I'T" departments working in
big data and analytics 1s that the promise and potential of AI and machine learning 1s VASTLY
overstated. There has been so little mvestment in basic mfrastructure, entire chunks of our systems
won’t even be interoperable. The Al and machine learning code will be there, in a pocket here, a pocket
there, but system-wide, it 1s unlikely to be operating reliably as part of the background radiation against
which many of us play and work online.”

An anonymous respondent wrote, “While various deployments of new data science and
computation will help firms cut costs, reduce fraud and support decision-making that involves access to
more mnformation than an individual can manage, organisations, professions, markets and regulators
(public and private) usually take many more than 12 years to adapt effectively to a constantly changing
set of technologies and practices. This generally causes a decline in service quality, insecurity over jobs
and mvestments, new monopoly businesses distorting markets and social values, etc. For example, many
organisations will be under pressure to buy and implement new services, but unable to access reliable
market information on how to do this, leading to bad investments, distractions from core business, and
labour and customer disputes.”

Mario Morino, chairman of the Mormo Institute and co-founder of Venture Philanthropy
Partners, commented, “While I believe AI/ML will bring enormous benefits, it may take us several
decades to navigate through the disruption and transition they will introduce on multiple levels.”

Daniel Berninger, an internet pioneer who led the first VoIP deployments at Verizon, HP and
NASA, currently founder at Voice Communication Exchange Committee (VCXC), said, “The
luminaries claiming artificial intelligence will surpass human intelligence and promoting robot reverence
mmagine exponentially improving computation pushes machine self-actualization from science fiction
mto reality. The immense valuations awarded Google, Facebook, Amazon, Tesla, et al., rely on this
machine-dominance hype to sell infinite scaling. As with all hype, pretending reality does not exist does
not make reality go away. Moore’s Law does not concede the future to machines, because human
domination of the planet does not owe to computation. Any road map granting machines self-
determination includes ‘miracle’ as one of the steps. You cannot turn a piece of wood into a real boy.
Al merely ‘models’ human activity. No amount of improvement in the development of these models
turns the ‘model’” mto the ‘thing.” Robot reverence attempts plausibility by collapsing the breadth of
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human potential and capacities. It operates via ‘denialism’ with advocates disavowing the importance of
anything they cannot model. In particular, super Al requires pretending human will and consciousness
do not exist. Human beings remain the source of all intent and the judge of all outcomes. Machines
provide mere facilitation and mere efficiency in the journey from intent to outcome. The dehumanizing
nature of automation and the diseconomy of scale of human intelligence 1s already causing headaches
that reveal another AI Winter arriving well before 2030.”

Paul Kainen, futurist and director of the Lab for Visual Mathematics at Georgetown University,
commented, “Quantum cat here: I expect complex superposition of strong positive, negative and null
as typical impact for Al. For the grandkids’ sake, we must be positive!”

The following one-liners from anonymous respondents also tie into Al in 2030:

An Internet Hall of Fame member wrote, “You’ll talk to your digital assistant in a normal voice
and 1t will just be there - it will often anticipate your needs, so you may only need to talk to it to correct
or update 1t.”

The director of a cognitive research group at one of the world’s top Al and large-scale computing
companies predicted that by 2030, “Smartphone-equivalent devices will support true natural-language
dialog with episodic memory of past interactions. Apps will become low-cost digital workers with basic
commonsense reasoning.”

An anonymous Internet Hall of Fame member said, “The equivalent of the ‘Star Trek’ universal
translator will become practical, enabling travelers to better interact with people in countries they visit,
facilitate online discussions across language barriers, etc.”

An Internet of Things researcher commented, “We need to balance between human emotions
and machine intelligence - can machines be emotional? - that’s the frontier we have to conquer.”

An anonymous respondent wrote, “2030 1s still quite possibly before the advent of human-level
Al During this phase Al 1s still mostly augmenting human efforts - increasingly ubiquitous, optimizing
the systems that surround us and being replaced when their optimization criteria are not quite perfect
- rather than pursuing those goals programmed into them, whether we find the realization of those
goals desirable or not.”

A research scientist who works for Google said, “Things will be better, although many people are
deeply worried about the effects of AL”

An ARPANET and internet pioneer wrote, “The kind of Al we are currently able to build as
good for data analysis but far, far away from ‘human’ levels of performance; the next 20 years won'’t
change this, but we will have valuable tools to help analyze and control our world.”

An artificial intelligence researcher working for one of the world’s most powerful technology
companies wrote, “Al will enhance our vision and hearing capabilities, remove language barriers,
reduce time to find information we care about and help i automating mundane activities.”

A manager with a major digital innovation company said, “Couple the information storage with
the ever-increasing ability to rapidly search and analyze that data, and the benefits to augmenting human
mtelligence with this processed data will open up new avenues of technology and research throughout
soclety.”

Other anonymous respondents commented:

“Al will help people to manage the increasingly complex world we are forced to navigate. It will
empower individuals to not be overwhelmed.”

“Al will reduce human error in many contexts: driving, workplace, medicine and more.”

“In teaching it will enhance knowledge about student progress and how to meet individual needs;
it will offer guidance options based on the unique preferences of students that can guide learning and
career goals.”

“2030 1s only 12 years from now, so I expect that systems like Alexa and Sir1 will be more helpful
but still of only medium utility.”

“Al will be a useful tool; I am quite a ways away from fearing SkyNet and the rise of the machines.”
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“Al will produce major benefits in the next 10 years, but ulimately the question 1s one of politics:
Will the world somehow manage to listen to the economists, even when their findings are
uncomfortable?”

“I strongly believe that an increasing use of numerical control will improve the lives of people 1n
general.”

“Al will help us navigate choices, find safer routes and avenues for work and play, and help make
our choices and work more consistent.”

“Many factors will be at work to increase or decrease human welfare, and it will be difficult to
separate them.”

Al will optimize and augment people’s lives

The hopeful experts in this sample generally expect that AI will work to optimize, augment and
mmprove human activities and experiences. They say it will save time and it will save lives via health
advances and the reduction of risks and of poverty. They hope it will spur mnovation and broaden
opportunities, increase the value of human-to-human experiences, augment humans and increase
individuals’ overall satisfaction with life.

Clay Shirky, writer and consultant on the social and economic effects of internet technologies and
vice president at New York University, said, “All previous forms of labor-saving devices, from the level
to the computer, have correlated with increased health and lifespan in the places that have adopted
them.”

Jamais Cascio, research fellow at the Institute for the Future, wrote, “Although I do believe that
m 2030 AI will have made our lives better, I suspect that popular media of the time will justifiably
highlight the large-scale problems: displaced workers, embedded bias and human systems being too
deferential to machine systems. But Al is more than robot soldiers, autonomous cars or digital assistants
with quirky ‘personalities.” Most of the Al we will encounter in 2030 will be in-the-walls, behind-the-
scenes systems built to adapt workspaces, living spaces and the urban environment to better suit our
needs. Medical AI will keep track of medication and alert us to early signs of health problems.
Environmental Al will monitor air quality, heat index and other indicators relevant to our day’s tasks.
Our visual and audio surroundings may be altered or filtered to improve our moods, better our focus
or otherwise alter our subconscious perceptions of the world. Most of this Al will be functionally
mvisible to us, as long as it’s working properly. The explicit human-machine mterface will be with a
supervisor system that coordinates all of the sub-Al - and undoubtedly there will be a lively business in
creating supervisor systems with quirky personalities.”

Mike Meyer, chief information officer at Honolulu Community College, wrote, “Social
organizations will be increasingly administered by AI/ML systems to ensure equity and consistency in
provisioning of services to the population. The steady removal of human emotion-driven discrimination
will rebalance social organizations creating true equitable opportunity to all people for the first time
human history. People will be part of these systems as censors, i the old imperial Chinese model,
providing human emotional intelligence where that 1s needed to smooth social management. All aspects
of human existence will be affected by the integration of Al into human societies. Historically this type
of base paradigmatic change 1s both difficult and unstoppable. The results will be primarily positive but
will produce problems both in the process of change and in totally new types of problems that will result
from the ways that people do adapt the new technology-based processes.”

Mark Crowley, an assistant professor, expert in machine learning and core member of the
Institute for Complexity and Innovation at the University of Waterloo m Ontario, Canada, wrote,
“While driving home on a long commute from work the human will be reading a book n the heads-
up screen of the windshield. The car will be driving autonomously on the highway for the moment.
The driver will have an i1dea to note down and add to a particular document; all this will be done via
voice. In the middle of this a complicated traffic arrangement will be seen approaching via other
networked cars. The Al will politely interrupt the driver, put away the heads-up display and warn the
driver they may need to take over in the next 10 seconds or so. The conversation will be flawless and

- 30 -



Rozmluvy s Al

natural, like Jarvis in ‘Avengers,” even charming. But it will be tasks-focused to the car, personal events,
notes and news.”

Theodore Gordon, futurist, management consultant and co-founder of the Millennium Project,
commented, “There will be ups and downs, surely, but the net s, I believe, good. The most encouraging
uses of Al will be in early warning of terror activities, incipient diseases and environmental threats and
m improvements in decision-making.”

Yvette Wohn, director of the Social Interaction Lab and expert on human-computer interaction
at the New Jersey Institute of Technology, said, “One area i which artificial telligence will become
more sophisticated will be i its ability to enrich the quality of life so that the current age of workaholism
will transition into a society where leisure, the arts, entertainment and culture are able to enhance the
well-being of society i developed countries and solve issues of water production, food
growth/distribution and basic health provision in developing countries.”

Ken Goldberg, distinguished chair in engineering, director of AUTOLAB’s and CITRIS’
“people and robots” nitiative, and founding member of the Berkeley Artificial Intelligence Research
Lab at the University of California, Berkeley, said, “As in the past 50+ years, AI will be combined with
IA (ntelligence augmentation) to enhance humans’ ability to work. One example might be an Al-based
‘Devil’s Advocate’ that would challenge my decisions with msightful questions (as long as I can turn it
off periodically).”

Rich Ling, a professor of media technology at Nanyang Technological University, responded,
“The ability to address complex i1ssues and to better respond to and facilitate the needs of people will
be the dominant result of AL.”

An anonymous respondent wrote, “There will be an explosive increase in the number of
autonomous cognitive agents (e.g., robots), and humans will interact more and more with them, being
unaware, most of the time, if it is interactivity with a robot or with another human. This will increase
the number of personal assistants and the level of service.”

Fred Davis, mentor at Runway Incubator in San Francisco, responded, “As daily a user of the
Google Assistant on my phone and both Google Home and Alexa, I feel like Al has already been
delivering significant benefits to my daily life for a few years. My wife and I take having an always-on
omnipresent assistant on hand for granted at this point. Google Home’s ability to tell us apart and even
respond with different voices 1s a major step forward in making computers people-literate, rather than
the other way around. There’s always a concern about privacy, but so far it hasn’t caused us any
problems. Obwviously, this could change and mstead of a helpful friend I might look at these assistants
as creepy strangers. Maintaining strict privacy and security controls 1s essential for these types of
services.”

Andrew Tutt, an expert in law and author of “An FDA for Algorithms,” which called for “critical
thought about how best to prevent, deter and compensate for the harms that they cause,” said, “Al will
be absolutely pervasive and absolutely seamless i its integration with everyday life. It will simply
become accepted that Al are responsible for ever-more-complex and ever-more-human tasks. By 2030,
it will be accepted that when you wish to hal a taxi the taxi will have no driver - 1t will be an
autonomously driven vehicle. Robots will be responsible for more-dynamic and complex roles in
manufacturing plants and warehouses. Digital assistants will play an important and interactive role in
everyday interactions ranging from buying a cup of coffee to booking a salon appointment. It will no
longer be unexpected to call a restaurant to book a reservation, for example, and speak to a ‘digital’
assistant who will pencil you in. These interactions will be incremental but become 1ncreasingly
common and increasingly normal. My hope 1s that the increasing integration of Al into everyday life
will vastly increase the amount of time that people can devote to tasks they find meaningful.”

L. Schomaker, professor at the University of Groningen and scientific director of the Artificial
Intelligence and Cognitive Engineering (ALICE) research institute, said, “In the 1990s, you went to a
PC on a desktop mn a room m your house. In the 2010s you picked a phone from your pocket and
switched it on. By 2030 you will be online 24/7 via miniature devices such as in-ear continuous support,
advice and communications.”

_31_



Rozmluvy s Al

Michael Wollowski, associate professor of computer science and software engineering at Rose-
Hulman Institute of Technology and expert in the Internet of Things, diagrammatic systems, and
artificial intelligence, wrote, “Assuming that industry and government are interested in letting the
consumer choose and influence the future, there will be many fantastic advances of Al. I believe that
Al and the Internet of Things will bring about a situation in which technology will be our guardian
angel. For example, self-driving cars will let us drive faster than we ever drove before, but they will only
let us do things that they can control. Since computers have much better reaction time than people, it
will be quite amazing. Similarly, Al and the Internet of Things will let us conduct out lives to the fullest
while ensuring that we live healthy lives. Again, it 1s like having a guardian angel that lets us do things,
knowing they can save us from stupidity.”

Steve King, partner at Emergent Research, said, “2030 1s less than 12 years away. So ... the most
likely scenario 1s Al will have a modest impact on the lives of most humans over this ime frame. Having
said that, we think the use of Al systems will continue to expand, with the greatest growth coming from
systems that augment and complement human capabilities and decision-making. This 1s not to say there
won’t be negative impacts from the use of Al. Jobs will be replaced, and certain industries will be
disrupted. Even scarier, there are many ways Al can be weaponized. But like most technological
advancements, we think the overall impact of AI will be additive - at least over the next decade or so.”

Vassilis Galanos, a Ph.D. student and teaching assistant actively researching future human-
machine symbiosis at the University of Edinburgh, commented, “2030 is not that far away, so there is
no room for extremely utopian/dystopian hopes and fears. ... Given that Al is already used in everyday
life (social-media algorithms, suggestions, smartphones, digital assistants, health care and more), it 1s
quite probable that humans will live in a harmonious co-existence with Al as much as they do now - to
a certain extent - with computer and mternet technologies.”

Charlie Firestone, communications and society program executive director and vice president at
the Aspen Institute, commented, “I remain optimistic that AI will be a tool that humans will use, far
more widely than today, to enhance quality of life such as medical remedies, education and the
environment. For example, the Al will help us to conserve energy in homes and in transportation by
identifying exact times and temperatures we need, identifying sources of energy that will be the cheapest
and the most efficient. There certainly are dire scenarios, particularly in the use of Al for surveillance,
a likely occurrence by 2030. I am hopeful that AI and other technologies will identify new areas of
employment as it eliminates many jobs.”

Pedro U. Lima, an associate professor of computer science at Instituto Superior Técnico n
Lisbon, Portugal, said, “Overall, I see Al-based technology relieving us from repetitive and/or heavy
and/or dangerous tasks, opening new challenges for our activities. I envisage autonomous mobile robots
networked with a myriad of other smart devices, helping nurses and doctors at hospitals in daily
activities, working as a ‘third hand’ and (physical and emotional) support to patients. I see something
similar happening in factories, where networked robot systems will help workers on their tasks, relieving
them from heavy duties.”

John Laird, a professor of computer science and engineering at the University of Michigan,
responded, “There will be a continual off-loading of mundane intellectual and physical tasks on to Al
and robotic systems. In addition to helping with everyday activities, it will significantly help the mentally
and physically impaired and disabled. There will also be improvements in customized/individualized
education and traming of humans, and conversely, the customization of Al systems by everyday users.
We will be transitioning from current programming practices to user customization. Automated driving
will be a reality, eliminating many deaths but also having significant societal changes.”

Steven Polunsky, director of the Alabama Transportation Policy Research Center at the
University of Alabama, wrote, “Al will allow public transportation systems to better serve existing
customers by adjusting routes, travel times and stops to optimize service. New customers will also see
advantages. Smart transportation systems will allow public transit to network with traffic signals and
providers of ‘last-mile’ trips to minimize traffic disruption and inform decision making about modal
(rail, bus, mobility-on-demand) planning and purchasing.”
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Sanjiv Das, a professor of data science and finance at Santa Clara University, responded, “Al will
enhance search to create interactive reasoning and analytical systems. Search engines today do not know
‘why’ we want some information and hence cannot reason about it. They also do not interact with us to
help with analysis. An Al system that collects information based on knowing why it 1s needed and then
asks more questions to refine its search would be clearly available well before 2030. These ‘search-
thinking bots” will also write up analyses based on parameters elicited from conversation and imbue
these analyses with different political (left/right) and linguistic (aggressive/mild) slants, chosen by the
human, using advances in language generation, which are already well under way. These ‘intellectual’
agents will become companions, helping us make sense of our information overload. I often collect
files of material on my cloud drive that I found interesting or needed to read later, and these agents
would be able to summarize and engage me in a discussion of these materials, very much like an
mtellectual companion. It is unclear to me if I would need just one such agent, though it seems likely
that different agents with diverse personalities may be more interesting! As always, we should worry
what the availability of such agents might mean for normal human social interaction, but I can also see
many advantages in freeing up time for socializing with other humans as well as enriched interactions,
based on knowledge and science, assisted by our new intellectual companions.”

Lawrence Roberts, designer and manager of ARPANET, the precursor to the internet and
Internet Hall of Fame member, commented, “Al voice recognition, or text, with strong context
understanding and response will allow vastly better access to website, program documentation, voice
call answering, and all such mnteractions will greatly relieve user frustration with getting information. It
will mostly provide service where no or little human support is being replaced as it 1s not available today
in large part. For example, finding and/or doing a new or unused function of the program or website
one 1s using. Visual, 3D-space-recognition Al to support better-than-human robot activity including
vehicles, security surveillance, health scans and much more.”

Christopher Yoo, a professor of law, communication and computer and information science at
the University of Pennsylvania Law School, responded, “Al 1s good at carrying out tasks that follow
repetitive patterns. In fact, Al 1s better than humans. Shifting these functions to machines will improve
performance. It will also allow people to shift their efforts to high-value-added and more-rewarding
directions, an increasingly critical consideration in developing world countries where population 1s
declining. Research on human-computer interaction (HCI) also reveals that Al-driven pattern
recognition will play a critical role in expanding humans’ ability to extend the benefits of
computerization. HCI once held that our ability to gain the benefit from computers would be limited
by the total amount of time people can spend sitting in front of a screen and inputting characters through
a keyboard. The advent of Al-driven HCI will allow that to expand further and will reduce the amount
of customization that people will have to program in by hand. At the same time, Al 1s merely a tool. All
tools have their limits and can be misused. Even when humans are making the decisions mstead of
machines, blindly following the results of a protocol without exercising any judgment, can have
disastrous results. Future applications of Al will thus likely involve both humans and machines if they
are to fulfill their potential.”

Joseph Konstan, distinguished professor of computer science specializing in human-computer
mteraction and Al at the University of Minnesota, predicted, “Widespread deployment of Al has
immense potential to help in key areas that affect a large portion of the world’s population, including
agriculture, transportation (more efficiently getting food to people) and energy. Even as soon as 2030,
I expect we'll see substantial benefits for many who are today disadvantaged, including the elderly and
physically handicapped (who will have greater choices for mobility and support) and those in the
poorest part of the world.”

The future of work: Some predict new work will
emerge or solutions will be found, while others have
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deep concerns about massive job losses and an
unraveling society

A number of expert insights on this topic were shared earlier in this report. These additional
observations add to the discussion of hopes and concerns about the future of human jobs. This segment
starts with comments from those who are hopeful that the job situation and related social 1ssues will
turn out well. It 1s followed by statements from those who are pessimistic.

Respondents who were positive about the future of AI and
work

Bob Metcalfe, Internet Hall of Fame member, co-inventor of Ethernet, founder of 3Com and
now professor of Innovation and entrepreneurship at the University of Texas at Austin, said, “Pessimists
are often right, but they never get anything done. All technologies come with problems, sure, but ...
generally, they get solved. The hardest problem I see 1s the evolution of work. Hard to figure out. Forty
percent of us used to know how to milk cows, but now less than 1% do. We all used to tell elevator
operators which floor we wanted, and now we press buttons. Most of us now drive cars and trucks and
trains, but that’s on the verge of being over. Als are most likely not going to kill jobs. They will handle
parts of jobs, enhancing the productivity of their humans.”

Stowe Boyd, founder and managing director at Work Futures, said, “There 1s a high possibility
that unchecked expansion of Al could rapidly lead to widespread unemployment. My bet 1s that
governments will step in to regulate the spread of Al to slow the impacts of this phenomenon as a result
of unrest by the mid 2020s. That regulation might include, for example, not allowing Als to serve as
managers of people in the workplace, but only to augment the work of people on a task or process
level. So, we might see high degrees of automation in warchouses, but a human being would be ‘in
charge’ in some sense. Likewise, fully autonomous freighters might be blocked by regulations.”

An anonymous respondent wrote, “Repeatedly throughout history people have worried that new
technologies would eliminate jobs. This has never happened, so I'm very skeptical it will this time.
Having said that, there will be major short-term disruptions in the labor market and smart governments
should begin to plan for this by considering changes to unemployment insurance, universal basic
mcome, health insurance, etc. This 1s particularly the case in America, where so many benefits are tied
to employment. I would say there 1s almost zero chance that the U.S. government will actually do this,
so there will be a lot of pain and misery in the short and medium term, but I do think ultimately
machines and humans will peacefully coexist. Also, I think a lot of the projections on the use of Al are
ridiculous. Regardless of the existence of the technology, cross-state shipping is not going to be taken
over by automated trucks any time soon because of legal and ethical issues that have not been worked
out.”

Steven Miller, vice provost and professor of information systems at Singapore Management
Unuversity, said, “It helps to have a sense of the history of technological change over the past few
hundred years (even longer). Undoubtedly, new ways of using machines and new machine capabilities
will be used to create economic activities and services that were either a) not previously possible, or b)
previously too scarce and expensive, and now can be plentiful and inexpensive. This will create a lot of
new activities and opportunities. At the same time, we know some existing tasks and jobs with a high
proportion of those tasks will be increasingly automated. So we will simultaneously have both new
opportunity creation as well as technological displacement. Even so, the long-term track record shows
that human societies keep finding ways of creating more and more economically viable jobs. Cognitive
automation will obviously enhance the realms of automation, but even with tremendous progress in this
technology, there are and will continue to be limits. Humans have remarkable capabilities to deal with
and adapt to change, so I do not see the ‘end of human work.” The ways people and machines combine
together will change - and there will be many new types of human-machine symbiosis. Those who
understand this and learn to benefit from it will proposer.”
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Henry E. Brady, dean of the Goldman School of Public Policy at the University of California,
Berkeley, wrote, “Al can replace people in jobs that require sophisticated and accurate pattern matching
- driving, diagnoses based upon medical imaging, proofreading and other areas. There 1s also the fact
that in the past technological change has mostly led to new kinds of jobs rather than the net elimination
of jobs. Furthermore, I also believe that there may be limits to what Al can do. It 1s very good at pattern
matching, but human intelligence goes far beyond pattern matching and it is not clear that computers
will be able to compete with humans beyond pattern matching. It also seems clear that even the best
algorithms will require constant human attention to update, check and revise them.”

Geoff Livingston, author and futurist, commented, “The term Al misleads people. What we
should call the trend is machine learning or algorithms. “Weak’ Al as it 1s called - today’s Al - reduces
repetitive tasks that most people find mundane. This in turn produces an opportunity to escape the
trap of the proletariat, being forced into monotonous labor to earn a living. Instead of thinking of the
“Terminator,” we should view the current trend as an opportunity to seek out and embrace the tasks
that we truly love, including more creative pursuits. If we embrace the inevitable evolution of technology
to replace redundant tasks, we can encourage today’s youth to pursue more creative and strategic
pursuits. Further, today’s workers can learn how to manage machine learning or embrace training to
pursue new careers that they may enjoy more. My fear 1s that many will simply reject change and blame
technology, as has often been done. One could argue much of today’s populist uprising we are
experiencing globally finds its roots in the current displacements caused by machine learning as typified
by smart manufacturing. If so, the movement forward will be troublesome, rife with dark bends and
turns that we may regret as cultures and countries.”

Marek Havrda, director at NEOPAS and strategic adviser for the GoodAl project, a private
research and development company based in Prague that focuses on the development of artificial
general intelligence and Al applications, explained the 1ssue from his point of view, “The development
and implementation of artificial intelligence has brought about questions of the impact it will have on
employment. Machines are beginning to fill jobs that have been traditionally reserved for humans, such
as driving a car or prescribing medical treatment. How these trends may unfold 1s a crucial question.
We may expect the emergence of ‘super-labour,” a labour defined by super-high-added-value of human
activity due to augmentation by Al. Apart from the ability to deploy Al, super-labour will be
characterised by creativity and the ability to co-direct and supervise safe exploration of business
opportunities together with perseverance n attaining defined goals. An example may be that by using
various online, Al gig workers (and maybe several human gig workers), while leveraging Al to its
maximum potential ... at all aspects from product design to marketing and after-sales care, three people
could create a new service and ensure its smooth delivery for which a medium-size company would be
needed today. We can expect growing inequalities between those who have access and are able to use
technology and those who do not. However, it seems more important how big a slice of the Al co-
generated ‘pie’ 1s accessible to all citizens in absolute terms (e.g., having enough to finance public service
and other public spending) which would make everyone better off than in pre-Al age, than the relative
mequalities.”

Yoram Kalman, an associate professor at the Open University of Israel and member of The
Center for Internet Research at the University of Haifa, wrote, “In essence, technologies that empower
people also improve their lives. I see that progress in the area of human-machine collaboration
empowers people by improving their ability to communicate and to learn, and thus my optimism. I do
not fear that these technologies will take the place of people, since history shows that again and again
people used technologies to augment their abilities and to be more fulfilled. Although in the past, too,
it seemed as 1f these technologies would leave people unemployed and useless, human ingenuity and
the human spirit always found new challenges that could best be tackled by humans.”

Thomas H. Davenport, distinguished professor of information technology and management at
Babson College and fellow of the MIT Inmitiative on the Digital Economy, responded, “So far, most
mmplementations of Al have resulted in some form of augmentation, not automation. Surveys of
managers suggest that relatively few have automation-based job loss as the goal of their AI mitiatives. So
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while I am sure there will be some marginal job loss, I expect that AI will free up workers to be more
creative and to do more unstructured work.”

Yvette Wohn, director of the Social Interaction Lab and expert on human-computer interaction
at the New Jersey Institute of Technology, commented, “Artificial intelligence will be naturally
mtegrated into our everyday lives. Even though people are concerned about computers replacing the
jobs of humans the best-case scenario 1s that technology will be augmenting human capabilities and
performing functions that humans do not like to do. Smart farms and connected distribution systems
will hopefully eliminate urban food deserts and enable food production in areas not suited for
agriculture. Artificial intelligence will also become better at connecting people and provide immediate
support to people who are in crisis situations.”

A principal architect for a major global technology company responded, “Al 1s a prerequisite to
achieving a post-scarcity world, in which people can devote their lives to intellectual pursuits and leisure
rather than to labor. The first step will be to reduce the amount of labor required for production of
human necessities. Reducing tedium will require changes to the social fabric and economic relationships
between people as the demand for labor shrinks below the supply, but if these challenges can be met
then everyone will be better off.”

Tom Hood, an expert in corporate accounting and finance, said, “By 2030, Al will stand for
Augmented Intelligence and will play an ever-increasing role in working side-by-side with humans in all
sectors to add its advanced and massive cognitive and learning capabilities to critical human domains
like medicine, law, accounting, engineering and technology. Imagine a personal bot powered by artificial
mtelligence working by your side (in your laptop or smartphone) making recommendations on key
topics by providing up-to-the-minute research or key pattern recognition and analysis of your
organization’s data? One example 1s a CPA 1n tax given a complex global tax situation amid constantly
changing tax laws 1n all jurisdictions who would be able to research and provide guidance on the most
complex global 1ssues in seconds. It 1s my hope for the future of artificial intelligence 1 2030 that we
will be augmenting our intelligence with these ‘machines.””

A professor of computer science expert in systems who works at a major U.S. technological
university wrote, “By 2030, we should expect advances i Al, networking and other technologies
enabled by Al and networks, e.g., the growing areas of persuasive and motivational technologies, to
improve the workplace in many ways beyond replacing humans with robots.”

The following one-liners from anonymous respondents express a bright future for human jobs:

“History of technology shows that the number of new roles and jobs created will likely exceed the
number of roles and jobs that are destroyed.”

“Al will not be competing with humanity but augmenting it for the better.”

“We make a mistake when we look for direct impact without considering the larger picture - we
worry about a worker displaced by a machine rather than focus on broader opportunities for a better-
trained and healthier workforce where geography or income no longer determine access not just to
mformation but to relevant and appropriate information paths.”

“Al can significantly improve usability and thus access to the benefits of technology. Many
powerful technical tools today require detailed expertise, and Al can bring more of those to a larger
swath of the population.”

Respondents who have fears about AI’s impact on work

A section earlier in this report shared a number of key experts’ concerns about the potential
negative impact of Al on the socioeconomic future if steps are not taken soon to begin to adjust to a
future with far fewer jobs for humans. Many additional respondents to this canvassing shared fears about
this.

Wout de Natris, an internet cybercrime and security consultant based in Rotterdam, Netherlands,
wrote, “Hope: Advancement in health care, education, decision-making, availability of information,
higher standards in ICT-security, global cooperation on these issues, etc. Fear: Huge segments of
society, especially the middle classes who carry society in most ways, e.g., through taxes, savings and
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purchases, will be rendered jobless through endless economic cuts by industry, followed by
governments due to lower tax income. Hence all of society suffers. Can governments and industry
refrain from an overkill of surveillance? Otherwise privacy values keep declining, leading to a lower
quality of lhife.”

Jonathan Taplin, director emeritus at the University of Southern California’s Annenberg
Innovation Lab, wrote, “My fear is that the current political class 1s completely unprepared for the
disruptions that Al and robotics applied at scale will bring to our economy. While techno-utopians
point to universal basic income as a possible solution to wide-scale unemployment, there 1s no
mdication that anyone in politics has an appetite for such a solution. And because I believe that
meaningful work 1s essential to human dignity, I'm not sure that universal basic income would be helpful
mn the first place.”

Alex Halavais, an associate professor of social technologies at Arizona State University, wrote,
“Al 1s likely to rapidly displace many workers over the next 10 years, and so there will be some
potentially significant negative effects at the social and economic level in the short run.”

Uta Russmann, professor in the department of communication at FHWien der WKW University
of Applied Sciences for Management & Communication, said, “Many people will not be benefitting
from this development, as robots will do their jobs. Blue-collar workers, people working in
supermarkets stacking shelves, etc., will not be needed less, but the job market will not offer them any
other possibilities. The gap between rich and poor will increase as the need for highly skilled and very
well-paid people increases and the need for less skilled workers will decrease tremendously.”

Ross Stapleton-Gray, principal at Stapleton-Gray and Associates, an information technology and
policy consulting firm, commented, “Human-machine mteraction could be for good or for 1ll. It will be
hugely influenced by decisions on social priorities. We may be at a tipping point in recognizing that
social mequities need to be addressed, so, say, a decreased need for human labor due to AI will result
m more time for leisure, education, etc., instead of increasing wealth inequity.”

Aneesh Aneesh, author of “Global Labor: Algocratic Modes of Organization” and professor at
the University of Wisconsin, Milwaukee, responded, “Just as automation left large groups of working
people behind even as the United States got wealthier as a country, it 1s quite likely that Al systems will
automate the service sector m a similar way. Unless the welfare state returns with a vengeance, it 1s
difficult to see the mcreased aggregate wealth resulting in any meaningful gains for the bottom half of
soclety.”

Alper Dincel of T.C. Istanbul Kultur University in Turkey, wrote, “Unqualified people won’t find
jobs, as machines and programs take over easy work in the near future. Machines will also solve
performance problems. There 1s no bright future for most people if we don’t start to try finding
solutions.”

Jason Abbott, professor and director at the Center for Asian Democracy at University of
Lousville, said, “Al s likely to create significant challenges to the labor force as previously skilled (semi-
skilled) jobs are replaced by Al - everything from Al in trucks and distribution to airlines, logistics and
even medical records and diagnoses.”

Kenneth R. Fleischmann, an associate professor at the University of Texas at Austin’s School of
Information, responded, “In corporate settings, I worry that AI will be used to replace human workers
to a disproportionate extent, such that the net economic benefit of Al is positive, but that economic
benefit is not distributed equally among individuals, with a smaller number of wealthy individuals
worldwide prospering, and a larger number of less wealthy individuals worldwide suffering from fewer
opportunities for gainful employment.”

Gerry Ellis, founder and digital usability and accessibility consultant at Feel The BenefIT,
responded, “Technology has always been far more quickly developed and adopted in the richer parts
of the world than in the poorer regions where new technology 1s generally not affordable. Al cannot be
taken as a stand-alone technology but in conjunction with other converging technologies like augmented
reality, robotics, virtual reality, the Internet of Things, big data analysis, etc. It 1s estimated that around
80% of jobs that will be done 1 2030 do not exist yet. One of the reasons why unskilled and particularly
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repetitive jobs migrate to poor countries is because of cheap labour costs, but AI combined with robotics
will begin to do many of these jobs. For all of these reasons combined, the large proportion of the
earth’s population that lives in the under-developed and developing world 1s likely to be left behind by
technological developments. Unless the needs of people with disabilities are taken into account when
designing Al related technologies, the same 1s true for them (or I should say ‘us,” as I am blind).”

Karen Oates, director of workforce development and financial stability for La Casa de Esperanza,
commented, “Ongoing increases in the use of Al will not benefit the working poor and low-to-middle-
mcome people. Having worked with these populations for 10 years I've already observed many of these
people losing employment when robots and self-operating forklifts are implemented. Although there
are opportunities to program and maintain these machines, realistically people who have the requisite
knowledge and education will fill those roles. The majority of employers will be unwilling to mvest the
resources to train employees unless there 1s an economic incentive from the government to do so. Many
lower-wage workers won’t have the confidence to return to school to develop new knowledge/skills
when they were unsuccessful in the past. As the use of Al increases, low-wage workers will lose the small
niche they hold in our economy.”

Peggy Lahammer, director of health/life sciences at Robins Kaplan LLP and legal market analyst,
commented, “Jobs will continue to change and as many disappear new ones will be created. These
changes will have an impact on society as many people are left without the necessary skills.”

A European computer science professor expert in machine learning commented, “The social
sorting systems introduced by Al will most likely define and further entrench the existing world order
of the haves and the have-nots, making social mobility more difficult and precarious given the
unpredictability of Al-driven judgements of fit. The mteresting problem to solve will be the fact that
mitial designs of Al will come with built-in imaginaries of what ‘good’ or ‘correct’ constitutes. The level
of flexibility designed 1n to allow for changes in normative perceptions and judgements will be key to
ensuring that Al driven-systems support rather than obstruct productive social change.”

Stephen McDowell, a professor of communication at Florida State University and expert in new
media and iternet governance, commented, “Much of our daily lives 1s made up of routines and habits
that we repeat, and Al could assist in these practices. However, just because some things we do are
repetitive does not mean they are msignificant. We draw a lot of meaning from things we do on a daily,
weekly or annual basis, whether by ourselves or with others. Cultural practices such as cooking,
shopping, cleaning, coordinating and telling stories are crucial parts of building our families and larger
communities. Similarly, at work, some of the routines are predictable, but are also how we gain a sense
of mastery and expertise in a specific domain. In both these examples, we will have to think about how
we define knowledge, expertise, collaboration, and growth and development.”

David Sarokin, author of “Missed Information: Better Information for Building a Wealthier,
More Sustainable Future,” commented, “My biggest concern 1s that our educational system will not
keep up with the demands of our modern times. It is doing a poor job of providing the foundations to
our students. As more and more jobs are usurped by Al-endowed machines - everything from
assembling cars to flipping burgers - those entering the workplace will need a level of technical
sophistication that few graduates possess these days.”

Justin Amyx, a techmcian with Comcast, said, “My worry 1s automation. Automation occurs
usually with mundane tasks that fill low-paying, blue-collar-and-under jobs. Those jobs will disappear -
lawn maintenance, truck drivers and fast food, to name a few. Those un-skilled or low-skilled workers
will be jobless. Unless we have training programs to take care of worker displacement there will be
1ssues.”

The future of health care: Great expectations for
many lives saved, extended and improved, mixed
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with worries about data abuses and a divide between
‘the haves and have-nots’

Many of these experts have high hopes for continued imncremental advances across all aspects of
health care and life extension. They predict a rise in access to various tools, including digital agents that
can perform rudimentary exams with no need to visit a clinic, a reduction in medical errors and better,
faster recognition of risks and solutions. They also worry over the potential for a widening health care
divide between those who can afford cutting-edge tools and treatments and those less privileged. They
also express concerns about the potential for data abuses such as the denial of insurance or coverage or
benefits for select people or procedures.

Leonard Kleinrock, Internet Hall of Fame member and co-director of the first host-to-host online
connection and professor of computer science at the University of California, Los Angeles, predicted,
“As Al and machine learning improve, we will see highly customized interactions between humans and
their health care needs. This mass customization will enable each human to have her medical history,
DNA profile, drug allergies, genetic makeup, etc., always available to any caregiver/medical professional
that they engage with, and this will be readily accessible to the individual as well. Their care will be
tailored to their specific needs and the very latest advances will be able to be provided rapidly after the
advances are established. The rapid provision of the best medical treatment will provide great benefits.
In hospital settings, such customized mformation will dramatically reduce the occurrence of medical
mjuries and deaths due to medical errors. My hope and expectation 1s that intelligent agents will be able
to assess the likely risks and the benefits that ensue from proposed treatments and procedures, far better
than 1s done now by human evaluators, such humans, even experts, typically being poor decision
makers in the face of uncertainty. But to bring this about, there will need to be carefully conducted tests
and experimentation to assess the quality of the outcomes of Al-based decision making in this field.
However, as with any ‘optimized’ system, one must continually be aware of the fragility of optimized
systems when they are applied beyond the confines of their range of applicability.”

Kenneth Grady, futurist, founding author of the Algorithmic Society blog and adjunct and advisor
at the Michigan State University College of Law, responded, “In the next dozen years, Al will still be
moving through a phase where it will augment what humans can do. It will help us sift through, organize
and even evaluate the mountains of data we create each day. For example, doctors today still work with
sitloed data. Fach patient’s vital signs, medicines, dosage rates, test results and side effects remain
trapped 1n 1solated systems. Doctors must evaluate this data without the benefit of knowing how it
compares to the thousands of other patients around the country (or world) with similar problems. They
struggle to turn the data into effective treatments by reading research articles and mentally comparing
them to each patient’s data. As it evolves, Al will improve the process. Instead of episodic studies,
doctors will have near-real-time access to information showing the effects of treatment regimes. Benefits
and risks of drug interactions will be 1dentified faster. Novel treatments will become evident more
quickly. Doctors will still manage the last mile, interpreting the analysis generated through Al. This
human in the loop approach will remain critical during this phase. As powerful as AI will become, it
still will not match humans on understanding how to integrate treatment with values. When will a family
sacrifice effectiveness of treatment to prolong quality of life? When two life-threatening illnesses
compete, which will the patient want treated first? This will be an important learning phase, as humans
understand the limits of AIL.”

Charles Zheng, a researcher into machine learning and Al with the National Institute of Mental
Health, commented, “In the year 2030, I expect Al will be more powerful than they currently are, but
not yet at human level for most tasks. A patient checking into a hospital will be directed to the correct
desk by a robot. The receptionist will be aided by software that listens to their conversation with the
patient and automatically populates the information fields without needing the receptionist to type the
mformation. Another program cross-references the database in the cloud to check for errors. The
patient’s medical images would first be automatically labeled by a computer program before being sent
to a radiologist.”
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A professor of computer science expert m systems who works at a major U.S. technological
university wrote, “By 2030 ... physiological monitoring devices (e.g., lower heartbeats and decreasing
blood sugar levels) could indicate lower levels of physical alertness. Smart apps could detect those
decaying physical conditions (at an individual level) and suggest improvements to the user (e.g., taking
a coffee break with a snack). Granted, there may be large-scale problems caused by Al and robots, e.g.,
massive unemployment, but the recent trends seem to indicate small improvements such as health
monitor apps outlined above, would be more easily developed and deployed successfully.”

Kenneth Cukier, author and senior editor at The Economist, commented, “Al will be making
more decisions 1n life, and some people will be uneasy with that. But these are decisions that are more
effectively done by machines, such as assessing insurance risk, the propensity to repay a loan or to
survive a disease. A good example 1s health care: Algorithms, not doctors, will be diagnosing many
diseases, even 1f human doctors are still ‘in the loop.” The benefit 1s that healthcare can reach down to
populations that are today underserved: the poor and rural worldwide.”

Gabor Melli, senior director of engineering for Al and machine learning for Sony PlayStation,
responded, “My hope 1s that by 2030 most of humanity will have ready access to health care and
education through digital agents.”

Kate Eddens, research scientist at the Indiana University Network Science Institute, responded,
“There 1s an opportunity for Al to enhance human ability to gain critical information in decision-
making, particularly in the world of health care. There are so many moving parts and components to
understanding health care needs and deciding how to proceed in treatment and prevention. With Al,
we can program algorithms to help refine those decision-making processes, but only when we train the
Al tools on human thinking, a tremendous amount of real data and actual circumstances and
experiences. There are some contexts in which human bias and emotion can be detrimental to decision-
making. For example, breast cancer 1s over-diagnosed and over-treated. While mammography
guidelines have changed to try to reflect this reality, strong human emotion powered by anecdotal
experience leaves some practitioners unwilling to change their recommendations based on evidence
and advocacy groups reluctant to change their stance based on public outcry. Perhaps there 1s an
opportunity for Al to calculate a more specific risk for each individual person, allowing for a tailored
experience amid the broader guidelines. If screening guidelines change to ‘recommended based on
mdividual risk,’ it lessens the burden on both the care provider and the individual. People still have to
make their own decisions, but they may be able to do so with more mformation and a greater
understanding of their own risk and reward. This 1s such a low-tech and simple example of Al, but one
i which Al can - importantly - supplement human decision-making without replacing it.”

Angelique Hedberg, senior corporate strategy analyst at RTT International, said, “The greatest
advancements and achievements will be i health - physical, mental and environmental. The
improvements will have positive trickle-down impacts on education, work, gender equality and reduced
mequality. Al will redefine our understanding of health care, optimizing existing processes while
simultaneously redefining how we answer questions about what it means to be healthy, bringing care
earlier in the cycle due to advances in diagnostics and assessment, 1.e. in the future preventative care
identifies and 1nitiates treatment for illness before symptoms present. The advances will not be
constrained to humans; they will include animals and the built environment. This will happen across
the disease spectrum. Advanced ‘omics’ will empower better decisions. There will be a push and a pull
by the market and individuals. This 1s a global story, with fragmented and discontinuous moves being
played out over the next decade as we witness wildly different experiments in health across the globe.
This future 1s full of hope for individuals and communities. My greatest hope 1s for disabled individuals
and those currently living with disabilities. I'm excited for communities and interpersonal connections
as the work 1n this future will allow for and increase the value of the human-to-human experiences.
Progress 1s often only seen in retrospect; I hope the speed of exponential change allows everyone to
enjoy the benefits of these collaborations.”

An anonymous respondent wrote, “In health care, I hope Al will improve the diagnostics and
reduce the number of errors. Doctors cannot recall all the possibilities; they have problems correlating
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all the symptoms and recognizing the patterns. I hope that in the future patients will be interviewed by
computers, which will correlate the described symptoms with results of tests. I hope that with the further
development of Al and cognitive computing there will be fewer errors in reports of medical imaging
and diagnosis.”

Eduardo Vendrell, a computer science professor at the Polytechnic University of Valencia in
Spain, responded, “In the field of health, many solutions will appear that will allow us to anticipate
current problems and discover other risk situations more efficiently. The use of personal gadgets and
other domestic devices will allow interacting directly with professionals and mstitutions in any situation
of danger or deterioration of our health.”

Monica Murero, director of the E-Life International Institute and associate professor in sociology
of new technology at the University of Naples Federico II in Italy, commented, “In health care, I foresee
positive outcomes 1n terms of reducing human mistakes, that are currently still creating several failures.
Also, I foresee an increased development of mobile (remote) 24/7 health care services and personalized
medicine thanks to Al and human-machine collaboration applied to the field.”

Uta Russmann, professor in the department of communication at FHWien der WKW University
of Applied Sciences for Management & Communication, said, “Life expectancy is increasing (globally)
and human-machine/Al collaboration will help older people to manage their life on their own by taking
care of them, helping them in the household (taking down the garbage, cleaning up, etc.) as well as
keeping them company - just like cats and dogs do, but it will be a much more ‘advanced’ interaction.”

Lindsey Andersen, an activist at the intersection of human rights and technology for Freedom
House and Internews, now doing graduate research at Princeton University, commented, “Al will
augment human intelligence. In health care, for example, it will help doctors more accurately diagnose
and treat disease and continually monitor high-risk patients through internet-connected medical
devices. It will bring health care to places with a shortage of doctors, allowing health care workers to
diagnose and treat disease anywhere 1n the world and to prevent disease outbreaks before they start.”

An anonymous respondent said, “T’he most important place where Al will make a difference 1s
i health care of the elderly. Personal assistants are already capable of many important tasks to help
make sure older adults stay in their home. But adding to that emotion detection, more in-depth health
monitoring and Al-based diagnostics will surely enhance the power of these tools.”

Denis Parra, assistant professor of computer science in the school of engineering at the Pontifical
Catholic University of Chile Chile, commented, “I live in a developing country. Whilst there are
potential negative aspects of Al (loss of jobs), for people with disabilities Al technology could improve
their lives. I imagine people entering a government office or health facility where people with eye- or
ear-related disabilities could effortlessly interact to state their necessities and resolve their information
needs.”

Timothy Leftel, research scientist, National Opinion Research Center (NORC) at the University
of Chicago, said, “Formulaic transactions and interactions are particularly ripe for automation. This can
be good in cases where human error can cause problems, e.g., for well-understood diagnostic medical
testing.”

Jean-Daniel Fekete, researcher in human-computer interaction at INRIA m France, said,
“Humans and machines will integrate more, improving health through monitoring and easing via
machine control. Personal data will then become even more revealing and intrusive and should be kept
under personal control.”

Joe Whittaker, a former professor of sciences and associate director of the NASA GESTAR
program, now associate provost at Jackson State University, responded, “My hope 1s that AI/human-
machine interface will become commonplace especially in the academic research and health care arena.
I envision significant advances i brain-machine interface to facilitate mitigation of physical and mental
challenges. Similar uses in robotics should also be used to assist the elderly.”

James Gannon, global head of eCompliance for emerging technology, cloud and cybersecurity at
Novartis, responded, “Al will increase the speed and availability to develop drugs and therapies for
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orphan indications. Al will assist in general lifestyle and health care management for the average
person.”

Jay Sanders, president and CEO of the Global Telemedicine Group, responded, “Al will bring
collective expertise to the decision point, and in health care, bringing collective expertise to the bedside
will save many lives now lost by individual medical errors.”

Geoff Arnold, CTO for the Verizon Smart Communities organization, said, “One of the most
mmportant trends over the next 12 years is the aging population and the high costs of providing them
with care and mobility. Al will provide better data-driven diagnoses of medical and cognitive 1ssues and
it will facilitate affordable AV-based paratransit for the less mobile. It will support, not replace, human
care-givers.”

John Lazzaro, retired professor of electrical engineering and computer science, University of
California, Berkeley, commented, “When I visit my primary care physician today, she spends a fair
amount time typing ito an EMS application as she’s talking to me. In this sense, the computer has
already arrived in the clinic. An Al system that frees her from this clerical task - that can listen and
watch and distill the doctor-patient interaction into actionable data - would be an improvement. A
more-advanced Al system would be able to form a ‘second opimion’ based on this data as the
appointment unfolds, discreetly advising the doctor via a wearable. The end goal 1s a reduction 1n the
number of ‘false starts’ in-patient diagnosis. If you've read Lisa Sander’s columns in the New York
Times, where she traces the arc of difficult diagnoses, you understand the real clinical problem that this
system addresses.”

Steve Farnsworth, chief marketing officer at Demand Marketing, commented, “Machine learning
and Al offer tools to turn that into actionable data. One project using machine learning and big data
already was able to predict SIDS correctly 949% of the time. Imagine Al looking at diagnostics, tests and
successful treatments of millions of medical cases. We would instantly have a deluge of new cures and
know the most effective treatment options using only the data, medicines and therapies we have now.
The jump in quality health care alone for humans is staggering. This 1s only one application for AL.”

Daniel Siewiorek, a professor with the Human-Computer Interaction Institute at Carnegie
Mellon University, predicted, “Al will enable systems to perform labor-intensive activities where there
are labor shortages. For example, consider recovery from an mjury. There 1s a shortage of physical
therapists to monitor and correct exercises. Al would enable a virtual coach to monitor, correct and
encourage a patient. Virtual coaches could take on the persona of a human companion or a pet, allowing
the aging population to live independently.”

Joly Mackie, president of the Internet Society, New York chapter, commented, “Al will have
many benefits for people with disabilities and health 1ssues. Much of the aging baby boomer generation
will be 1n this category.”

The overall hopes for the future of health care are tempered by concerns that there will continue
to be mequities in access to the best care and worries that private health data may be used to limit
people’s options.

Craig Burdett, a respondent who provided no identifying details, wrote, “While most Al will
probably be a positive benefit, the possible darker side of Al could lead to a loss of agency for some.
For example, in a health care setting an increasing use of Al could allow wealthier patients access to
significantly-more-advanced diagnosis agents. When coupled with a supportive care team, these patients
could receive better treatment and a greater range of treatment options. Conversely, less-affluent
patients may be relegated to automated diagnoses and treatment plants with little opportunity for
mteraction to explore alternative treatments. Al could, effectively, manage long-term health care costs
by offering lesser treatment (and sub-optimal recovery rates) to individuals perceived to have a lower
status. Consider two patients with diabetes. One patient, upon diagnosis, modifies their eating and
exercise patterns (borne out by embedded diagnostic tools) and would benefit from more advanced
treatment. The second patient fails to modify their behaviour resulting in substantial ongoing treatment
that could be avoided by simple lifestyle choices. An Al could subjectively evaluate that the patient has
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little mterest in their own health and withhold more expensive treatment options leading to a shorter
lifespan and an overall cost saving.”

Sumandra Majee, an architect at F5 Networks Inc., said, “Al, deep learning, etc., will become
more a part of daily life in advanced countries. This will potentially widen the gap between technology-
savvy people and economically well-to-do folks and the folks with limited access to technology.
However, I am hopeful that in the field of healthcare, especially when it comes to diagnosis, Al will
significantly augment the field, allowing doctors to do a far better job. Many of the routines aspects of
checkups can be done via technology. There 1s no reason an expert human has to be mvolved i basic
A/B testing to reach a conclusion. Machines can be implemented for those tasks and human doctors
should only do the critical parts. I do see Al playing a negative role in education, where students may
not often actually do the hard work of learning through experience. It might actually make the overall
population dumber.”

Timothy Graham, a postdoctoral research fellow in sociology and computer science at Australian
National University, commented, “In health care, we see current systems already under heavy criticism
(e.g., the My Health Record system in Australia, or the NHS Digital program), because they are nudging
citizens into using the system through an ‘opt-out’ mechanism and there are concerns that those who
do not opt out may be profiled, targeted and/or denied access to services based on their own data.”

Valarie Bell, a computational social scientist at the University of North Texas, commented, “Let’s
say medical diagnosis 1s taken over by machines, computers and robotics - how will stressful prognoses
be communicated? Will a hologram or a computer deliver ‘the bad news’ instead of a physician? Given
the health care industry’s inherent profit motives it would be easy for them to justity how much cheaper
it would be to simply have devices diagnose, prescribe treatment and do patient care, without concern
for the importance of human touch and mteractions. Thus, we may devolve to a health care system
where the rich actually get a human doctor while everyone else, or at least the poor and uninsured, get
the robot.”

The following one-liners from anonymous respondents also tie into the future of health care:

“People could use a virtual doctor for information and first-level response; so much time could
be saved!”

“The merging of data science and Al could benefit strategic planning of the future research and
development efforts that should be undertaken by humanity.”

“I see economic efficiencies and advances in preventive medicine and treatment of disease,
however, I do think there will be plenty of adverse consequences.”

“Data can reduce errors - for instance, in clearly taking into account the side effects of a medicine
or use of multiple medications.”

“Human-machine/Al collaboration will reduce barriers to proper medical treatment through
better recordkeeping and preventative measures.”

“Al can take over many of the administrative tasks current doctors must do, allowing them more
time with patients.”

The future of education: High hopes for advances in adaptive and individualized learning, but
some doubt that there will be any significant progress and worry over digital divide

Over the past few decades, experts and amateurs alike have predicted the mternet would have
large-scale impacts on education. Many of these hopes have not lived up to the hype. Some respondents
to this canvassing said the advent of Al could foster those changes. They expect to see more options
for affordable adaptive and individualized learning solutions, including digital agents or “Al assistants”
that work to enhance student-teacher interactions and effectiveness.

Barry Chudakov, founder and principal of Sertain Research and author of “Metalifestream,”
commented, “In the learning environment, Al has the potential to finally demolish the retain-to-know
learning (and regurgitate) model. Knowing 1s no longer retaining - machine intelligence does that; it 1s
making significant connections. Connect and assimilate becomes the new learning model.”

Lou Gross, professor of mathematical ecology and expert in grid computing, spatial optimization
and modeling of ecological systems at the University of Tennessee, Knoxville, said, “I see Al as assisting
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m individualized instruction and training in ways that are currently unavailable or too expensive. There
are hosts of school systems around the world that have some technology but are using it in very
constrained ways. Al use will provide better adaptive learning and help achieve a teacher’s goal of
personalizing education based on each student’s progress.”

Guy Lewi, chief innovation officer for the Center for Educational Technology, based in Israel,
wrote, “In the field of education Al will promote personalization, which almost by definition promotes
motivation. The ability to move learning forward all the time by a personal Al assistant, which opens
the learning to new paths, 1s a game changer. The Al assistants will also communicate with one another
and will orchestrate teamwork and collaboration. The Al assistants will also be able to manage diverse
methods of learning, such as productive failure, teach-back and other innovating pedagogies.”

Micah Altman, a senior fellow at the Brookings Institution and head scientist in the program on
mformation science at MI'T Libraries, wrote, “These technologies will help to adapt learning (and other
environments) to the needs of each individual by translating language, aiding memory and providing us
feedback on our own emotional and cognitive state and on the environment. We all need adaptation;
each of us, practically every day, 1s at times tired, distracted, fuzzy-headed or nervous, which lmits how
we learn, how we understand and how we interact with others. Al has the potential to assist us to engage
with the world better - even when conditions are not ideal - and to better understand ourselves.”

Shigeki Goto, Asia-Pacific internet pioneer, Internet Hall of Fame member and a professor of
computer science at Waseda University, commented, “Al 1s already applied to personalized medicine
for an individual patient. Similarly, it will be applied to learning or education to realize ‘personalized
learning’ or tailored education. We need to collect data which covers both of successful learning and
failure experiences, because machine learning requires positive and negative data.”

Andreas Kirsch, fellow at Newspeak House, formerly with Google and DeepMind in Zurich and
London, wrote, “Higher education outside of normal academia will benefit further from Al progress
and empower more people with access to knowledge and information. For example, question-and-
answer systems will improve. Tech similar to Google Translate and WaveNet will lower the barrier of
knowledge acquisition for non-English speakers. At the same time, child labor will be reduced because
robots will be able to perform the tasks far cheaper and faster, forcing governments in Asia to find real
solutions.”

Kristin Jenkins, executive director of BioQUEST Curriculum Consortium, said, “One of the
benefits of this technology 1s the potential to have really effective, responsive education resources. We
know that students benefit from mimmediate feedback and the opportunity to practice applying new
mformation repeatedly to enhance mastery. Al systems are perfect for analyzing students’ progress,
providing more practice where needed and moving on to new material when students are ready. This
allows time with instructors to focus on more-complex learning, including 21st-century skills.”

Mike Meyer, chief information officer at Honolulu Community College, commented, “Adult
education availability and relevance will undergo a major transformation. Community colleges will
become more directly community centers for both occupational training and greatly expanded optional
liberal arts, art, crafts and hobbies. Classes will, by 2030, be predominantly augmented-reality-based,
with a full mix of physical and virtual students in classes presented in virtual classrooms by national and
mternational universities and organizations. The driving need will be expansion of knowledge for
personal interest and enjoyment as universal basic income or equity will replace the automated tasks
that had provided subsistence jobs in the old system.”

Jennifer Groff, co-founder of the Center for Curriculum Redesign, an international non-
governmental organization dedicated to redesigning education for the 21st century, wrote, “The impact
on learning and learning environments has the potential to be one of the most positive future outcomes.
Learning is largely intangible and invisible, making it a ‘black box’ - and our tools to capture and support
learning to this point have been archaic. Think large-scale assessment. Learners need tools that help
them understand where they are in a learning pathway, how they learn best, what they need next and
so on. We’re only just beginning to use technology to better answer these questions. Al has the potential
to help us better understand learning, gain nsights ito learners at scale and, ultimately, build better
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learning tools and systems for them. But as a large social system, it 1s also prey to the complications of
poor public policy that ultimately warps and diminishes AI’s potential positive impact.”

Norton Gusky, an education-technology consultant, wrote, “By 2030 most learners will have
personal profiles that will tap into Al/machine learning. Learning will happen everywhere and at any
time. There will be appropriate filters that will limit the influence of Al, but ethical considerations will
also be an issue.”

Chift Zukin, professor of public policy and political science at Rutgers University’s School of
Planning and Public Policy and the Fagleton Institute of Politics, said, “It takes ‘information’ out of the
category of a commodity, and more information makes for better decisions and is democratizing.
Education, to me, has always been the status leveler, correcting, to some extent, for birth luck and social
mobility. This will be like Asimov’s ‘Foundation,” where everyone 1s plugged into the data-sphere.
There 1s a dark side (later) but overall a positive.”

However, some expect that there will be a continuing digital divide in education, with the
privileged having more access to advanced tools and more capacity for using them well, while the less-
privileged lag behind.

Henning Schulzrinne, co-chair of the Internet Technical Committee of the IEEE
Communications Society, professor at Columbia University and Internet Hall of Fame member, said,
“Human-mediated education will become a luxury good. Some high school- and college-level teaching
will be conducted partially by video and Al-graded assignments, using similar platforms to the MOOC
[massive open online courses| models today, with no human involvement, to deal with increasing costs
for education (‘robo-TA’).”

Joe Whittaker, a former professor of sciences and associate director of the NASA GESTAR
program, now assoclate provost at Jackson State University, responded, “Huge segments of society will
be left behind or excluded completely from the benefits of digital advances - many persons n
underserved communities as well as others who are socio-economically challenged. This i1s due to the
fact that these persons will be under-prepared generally, with little or no digital training or knowledge
base. They rarely have access to the relatively ubiquitous internet, except when at school or in the
workplace. Clearly, the children of these persons will be greatly disadvantaged.”

Some witnesses of technology’s evolution over the past few decades feel that its most-positive
potential has been disappointingly delayed. After witnessing the slower-than-expected progress of tech’s
mmpact on public education since the 1990s, they are less hopeful than others.

Ed Lyell, longtime educational technologies expert and professor at Adams State University, said
education has been held back to this point by the tyranny of the status quo. He wrote, “By 2030, lifelong
learning will become more widespread for all ages. The tools already exist, including Khan Academy
and YouTube. We don’t have to know as much, just how to find information when we want it. We will
have on-demand, 24/7 ‘schooling.” This will make going to sit-down classroom schools more and more
a hindrance to our learning. The biggest negative will be from those protecting current, status-quo
education mcluding teachers/faculty, school boards and college administrators. They are protecting
their paycheck- or ego-based role. They will need training, counseling and help to embrace the existing
and forthcoming change as good for all learners. Part of the problem now 1s that they do not want to
acknowledge the reality of how current schools are today. Some do a good job, yet these are mostly
serving already smarter, higher-income communities. Parents fight to have their children have a school
like they experienced, forgetting how inefficient and often useless it was. Al can help customize
curricula to each learner and guide/monitor their journey through multiple learning activities, including
some existing schools, on-the-job learning, competency-based learning, internships and such. You can
already learn much more, and more efficiently, using online resources than almost all of the classes I
took in my public schooling and college, all the way through getting a Ph.D.”

A consultant and analyst also said that advances in education have been held back by entrenched
mterests in legacy education systems, writing, “The use of technology in education 1s miimal today due
to the existence and persistence of the classroom-in-a-school model. As we have seen over the last 30
years, the application of artificial intelligence in the field of man/machine interface has grown in many
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unexpected directions. Who would have thought back in the late 1970s that the breadth of today’s
online (i.e., internet) capabilities could emerged? I believe we are just seeing the beginning of the
benefits of the man/machine mterface for mankind. The mstitutionalized education model must be
elimimated to allow education of each and every individual to grow. The human brain can be ‘educated’
24 hours a day by mtelligent ‘educators’ who may not even be human i the future. Access to
mformation is no longer a barrier as it was 50 years ago. The next step now is to remove the barrier of
structured human delivery of learning in the classroom.”

Brock Hinzmann, a partner in the Business Futures Network who worked for 40 years as a futures
researcher at SRI International, was hopeful in his comments but also issued a serious warning. He
wrote: “Most of the improvements in the technologies we call Al will involve machine learning from
big data to improve the efficiency of systems, which will improve the economy and wealth. It will
mmprove emotion and intention recognition, augment human senses and improve overall satisfaction in
human-computer interfaces. There will also be abuses in monitoring personal data and emotions and
i controlling human behavior, which we need to recognize early and thwart. Intelligent machines will
recognize patterns that lead to equipment failures or flaws in final products and be able to correct a
condition or shut down and pinpoint the problem. Autonomous vehicles will be able to analyze data
from other vehicles and sensors in the roads or on the people nearby to recognize changing conditions
and avoid accidents. In education and training, Al learning systems will recognize learning preferences,
styles and progress of individuals and help direct them toward a personally satisfying outcome.

“However, governments or religious organizations may monitor emotions and activities using Al
to direct them to ‘feel’” a certain way, to monitor them and to punish them if their emotional responses
at work, m education or in public do not conform to some norm. Education could become
indoctrination; democracy could become autocracy or theocracy.”

Next: About this canvassing of experts

Jak se di uméli inteligence pouZivat v béZném Zivoté, je vhodna pro kazZdého?

Umeél4d inteligence miiZze byt vyuZita v mnoha rlznych oblastech, vCemé vzdélavani,
zdravotnictvi, primyslu a obchodé. [1] V oblasti vzdélavini miize uméla inteligence pomoci
studentiim ucit se efektivnéji a pomoci u€itelim vylepsit svou vyuku, napiiklad pomoci funkce
Presenter Coach v PowerPointu. [3] Nicméné, ne kaZdy potfebuje pouZivat umélou inteligenci v
béZném Zivoté a neni vhodna pro kazdého icel. [1] Je dileZité si uvédomit, Ze uméla inteligence neni
zamySlena nahradit lidské zaméstnance, ale spiSe jim pomoci v jejich praci. [1]

References: [1] Uméla inteligence (Al): 10 tipd, jak vyuzit ChatGPT [2] Umeéla inteligence: jaké
jsou vyhody a nevyhody | Zpravodajstvi [3] Odborny €lanek: Jak uméla inteligence usnadiiuje uéeni?

USetf{ vam praci a vyrazi dech. 10 tip, jak zaptdhnout umélou inteligenci

PAVEL KASIK

Generovani textd, oprava nefunk¢niho kodu, psani e-mailli nebo prekvapivé dobré fotomontaze.
Podivejte se, jak s1 miZete kaZdy den usnadnit svou praci pomoci nastrojd na bazi neuronovych siti.
Vse v Cestiné a obvykle zcela zdarma.

Clanek

Sluzba ChatGPT ziskala 100 miliond aktivnich uZivateld uzZ za dva mésice od svého uvedeni.
Velka ¢ast samoziejmé budou lidé, ktefi si s konverza¢nim nastrojem zkusi popovidat nebo otestuyi,
v ¢em se chova jinak, nez Clovék. To mize byt samoziejmé zibavné, ale ukazuje to jen malou Cast
moZnosti, kterou tento nastroj nabizi.

Sestavili jsme proto nékolik ukdzek, které nazorné demonstrui, jak 1ze ChatGPT a dalsi podobné
nastroje vyuZzit v kaZdodenni praxi. Napfed ale malé varovani.

Chatgpt si vymysli a keca
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Niastroj ChatGPT je zaloZeny na velkém jazykovém modelu (LLM). Je vytrénovany na velkém
mnoZstvi textll z internetu. Umi tak, slovo po slové, generovat divéryhodné vypadajici text.

Ale to neznamend, Ze jde o vysledky odpovidajici realité. ChatGPT si vymysli, fabuluje a sebejisté
vam bude tvrdit naprosté nesmysly. Neni to ,chyba®, vyplyva to z principu, na kterém sluZba funguje.

Na to je tFeba pamatovat, kdyZ uvaZujete o pouZziti k néemu jinému neZ pro vlastni pobaveni.
Veskery vystup z nastroji zaloZenych na LLLM berte vZdy maximalné jako napad ¢i navrh, nikol jako
bernou minci. Vygenerovana fakta ovérujte, nez je nékde pouZijete.

Tak, to bychom mél z krku, a pojd'me se podivat, k cemu se daji sluZby typu ChatGPT redlné
vyuzit. Novy chat zahdjite na adrese chat.openai.com (nutna registrace).

1. Generovani napadul, obsahova inspirace

Jednim z typickych vyuziti velkého jazykového modelu je tvorba v zisadé neomezeného mnozstvi
napadl na prakticky libovolné téma. Ne vSechny vygenerované napady vam budou uZite¢né, ale skoro
vZdy ve vysledcich najdete néco, co by vis samotné nenapadlo.

Ptiklad: , Vytvor tabulku s deseti rozmatinymi ptiklady, jak Ize ChatGPT poutZit v kazdodennim Zivoté pro
zvysSeni osobni i pracovni produktivity. Vzdy uved: Cislo, vyuziti, pfiklad zadani.”

Osvédcilo se mi pozadovat od ChatGPT vysledek ve formé tabulky. NejenZe to zvySuje
pirehlednost, ale Casto to vede k uZite¢néjsim vysledklim. Rigidni forma tabulky nejspiSe udrzuje
kontext a nedava tolik prileZitosti utéct od tématu k obecnym frazim.

Pomoci tlaCitek mlZete nechat vygenerovat novou odpovéd’, nebo upravit a pirepsat zadani.
DuleZité je, Ze prvnim dotazem interakce nemusi skoncit. Naopak, pro nejlepsi vysledky je vhodné postupné
upresnovat své pozadavky. Klidné napiste ,,Libi se mi ten osmy tip, chtél bych vic podobnych tipG.“

2. Psani e-mailt dle zadani

E-mailovda komunikace ma jista specifika. Obvykle se oCekava néjaky zdvorilostni avod, zavér
a néjaké ty fraze, které se staraji o to, aby text neznél neurvale nebo primitivné. A zatimco nékteré e-
maily urcité budu vZdy chtit psat sim, u jinych mi nedéla problém nechat si text vygenerovat.

Zactnu novou konverzaci, a hned od zaCatku nastavim ton: ,Bud’ muj asistent, ktery mi pomaha
psat zdvorilé e-maily.“ Osvédcilo se mi, Ze neZ se vrhnu do generovani, zeptim se ChatGPT, co pro
mne v této roli bude potfebovat.

Ptiklad: ,,Napi$ e-mail fediteli hotelu U Staré Stodoly. Byl jsem tam ubytovan 21. aZ 25. cervna 2022 a po
celou dobu nesla klimatizace. ProtoZe to byly opravdu horké dny, bylo to nepfijemné. Napis, aby navrhl, jak
problém vyresit a kompenzovat.”

Neznamena to, Ze musite e-mail pouZit piresné tak, jak vam jej ChatGPT vyplivnul. Miizete
v konverzaci pokraCovat a pridat dalsi dotazy nebo poZadavky. Tteba v tomto (zcela smySleném)
pripadé bych chtél, aby mail obsahoval zminku konkrétniho navrhu kompenzace.

Zejména pokud je pro vas psani formalnich textQ utrpenim, miiZe vam tento ndstroj usettit Cas
1nervy. Pro nékoho je ostatné jednodussi upravovat jiZ vygenerovany text, neZ zirat na prazdnou
obrazovku.

Konverzaci si miiZete ulozit, a v piipadé, Ze dostanete na mail odpovéd’, mizZete ji vloZit do jiZ
nastartované konverzace a zachovat tak kontext. To je dalsi velkd vyhoda nastroje ChatGPT: mizete
se vracet K JiZ vygenerovanym textim a navazat na né.
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3. Rada s problemy v excelu

Pro nékoho miiZe byt prekvapivé, co viechno ChatGPT ,zvladd®. Radé lidi se osvédéil tfeba
jako technicky poradce s FeSenim problémi v tabulkovém procesoru. UZ jenom takova mali¢kost, jako
je tvorba ukazkovych dat, je diky nastroj hrackou.

Reknéme ale, Ze jsou to redlna data, a my s nimi mame néjak pracovat. A narazili jsme na
problém: stafi auta je uvedeno textem (7 let, 4 roky apod.), my ale potiebujeme cislo.

Ptiklad: ,,V Excelu mam v burice E2 hodnoty jako 17 let nebo 4 roky. Jakym vzorcem z toho dostanu jen
¢islo? Mam anglicky Excel.”

Nezapomeiite, Ze si mlUZete nechat vygenerovat odpovédi vice. ChatGPT pokazdé nabidl trochu
Jiné Feseni, z toho néktera byla nefunkéni a jind zase naprosto hloupd. Proto je potfeba funkénost overit
a nespoléhat na ChatGPT. Pamatuyme, Ze ChatGPT ,nevi“, co je to Excel, nema aplikaci pred sebou,
prosté jen generuje diivéryhodné znéjici radu.

ChatGPT zdaleka neni vievédouci. Bude vam casto radit Spatné, nebo budou vygenerované
formulky nepouZitelné pro vasi situaci. Neni to ,expert na Excel®, ale obecny jazykovy model. Casem
se ale naucite, jak dotazy pokladat tak, aby vam odpovédi byly uzitené. Velkou vyhodou je, Ze miZete
poZadat o to, aby vam ChatGPT vysvétlil, jak vysledek funguje.

MoZnost ziskat ,prednasku na miru“ je vhodna zejména tehdy, kdy pouzivate néjaky vzorec,
kterému nerozumite. Namisto toho, abyste slepé dlvérovali vygenerované odpoveédi, se tak miZete
néco nového naucit.

4. Vysvétlovani pojmul v kontextu

UzZ jsme se naucili, Ze jazykovym modelim bychom neméli bezhlavé dlvérovat. To ale
neznamend, Ze si od nich nemlZeme nechat poradit. Mym oblibenym piikladem je generovani
vysvétleni na miru cilovému publiku.

Priklad: ,Bud mj ucitel fyziky. KdyzZ led taje, méni se jeho objem?“

,Vymysli experiment, ktery by to nazorné demonstroval. Cilem je ukazat princip hustoty vody
aledu détem.”

Casto je pravé vymysleni vhodnych a pochopitelnych ptikladd sloZité pravé pro lidi, kteti dané
problematice rozumi. Proto miiZe byt uzitetné hledat inspiraci pravé u chatbota, ktery umi
ynhasimulovat® rizné stupné porozumeéni.

PFiklad: , Vysvétli, jak se pfi boufce tvofi blesky. VytvorF tabulku, kde bude vysvétleni ,,pro 1. stuper Z5*,
,pro 2. stupenl Z8“, ,pro maturanty” a ,,doktorand fyziky“. Sloupce: Pro koho, Vysvétleni principu tvorby
blesku. U pokrocilejsich vysvétleni uved'i zajimavosti, které u jednodussich vysvétleni chybi.”

Generitor se také hodi pro vytvafeni riiznych pohledfi na véc. Reknéme, Ze chei posoudit vihody
a nevyhody néjakého napadu.

Priklad: ,Bud m(j odborny poradce pro otazky ekonomie. Vyjmenuj hlavni vyhody a nevyhody
progresivniho zdanéni. Vysledky prezentuj ve formé odrazek. Uved zndmé zastance a odpurce
progresivniho zdanéni v historii.”

Podobnych odrazek vypocitavajicich klady a zapory jsou ostatné plné 1 klasické powerpointové
prezentace. I s jejich tvorbou vim miZe ChatGPT pomoci. Brzy se ostatné ziejmé doCkame 1 integrace
tohoto nastroje primo do PowerPointu.
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5. Generovani a ladéni zdrojového kodu

Ze se velkym jazykovym modelfim celkem daif psani ,obecnych okecavek® asi nikoho moc
nepiekvapilo. Rada programatort je ale zasko¢ena tim, jak moc nastroj ChatGPT dokdZe pomoci pii
generovani funk¢niho kodu v riznych programovacich jazycich.

Priklad: ,Bud m(j programator a lektor programovani. Potfebuji funkci, ktera z fetézce 17.12.2022 udéla
17. prosince roku 2022. Pouzivam JavaScript.”

Opét plati jiZ zminéné varovani: jazykovy model ,nevi“, co déli. Bez uzardéni vam tedy
vygeneruje feSeni, které je zcela nefunkcni. Proto berte kod od ChatGPT jen jako navrh, na kterém
budete déle stavét.

Osvédcilo se mi pozadovat po ChatGPT, aby svilj kod vysvéthil. Vysledky jsou pak nejen
prehlednéjsi, ale také se u toho miZete naucit néco nového.

Pro pokrocilé programatory to moZna bude spiSe frustrujici zaZitek. Naprosté zaCateCniky to zase
miiZe odradit od toho, aby se zlepsovali. Myslim si ale, Ze Ize najit fadu prikladd, kdy je generovani
néjaké funkce nebo ¢asti programu opravdu uZitecné a Setfi ¢as. Na podobném principu funguji
1 nastroje jako TabNine Copilot, které jsou integrované piimo do vyvojarského prostiredi. U ChatGPT
je ale vyhoda, Ze si o vysledcich miiZete ,popovidat® nebo postupnym upfesiovanim poZadavkl
dosahnout lepsiho kodu.

6. Vytvareni souhrnti

Jednou ze silnych stranek velkych jazykovych modeli je tvorba struénych souhrnli. Nemusite se
totiz bét, Ze by si ChatGPT tolik vymyslel. Poskytnete mu text a on vam vrati jeho shrnuti.
Priklad: ,,Bud’ mQj asistent. Toto je ¢lanek o skenovani mobilem. (Shift + Enter pro novy radek, Ctrl +
v ¢lanku.”

K textu navic mlZete psat dopliujici otazky.

Pozor jen na jedno nepfijemné omezeni. Pamét v ramci konkrétni konverzace je omezena na
asi tf1 tisice slov. Pokud tedy vlozite prilis dlouhy Clinek, stane se vam, Ze ChatGPT zapomene, o Cem
Jsme se bavili na zacatku.

Prestoze obcas nékdo tvrdi néco jiného, ChatGPT nema pristup k internetu. NemuZete tedy
vlozit odkaz na Clanek a chtit jeho souhrn. BohuZel se ale ochotny model snaZi vyhovét 1 pfes svou
neschopnost Cist obsah stranky, a tak si souhrn jednoduse vycuca z prstu na zakladé adresy Clanku.

Nékdy to plsobi tak divéryhodné, Ze maji lidé dojem, Ze skutecné Clanek Cetl. Staci ale zadat
adresu, ze které neni zjevné, o co se jedna, a bude kazdému jasné, Ze si odpovédi ChatGPT vymysli.

Uzitecna rozsireni pro chatgpt

Pokud s ChatGPT pracujete Casto, budou se vaim moZnd hodit tato rozsifeni.

ChatGPT Prompt Genius (Chrome)- do levého menu vam prida moZnost exportovat odpovédi
ve formatu PDF nebo PNG, umoZzni také vytvaret vlastni seznam Sablon otazek.

WebChatGPT (Chrome) - vloZi do ChatGPT moZnost vyuziti aktualnich informaci z internetu.
Do vasi otazky prida informace z vyhledavace. Vysledky jsou nékdy prekvapivé dobré, umi pracovat
se zdroji. Ale neCekejte zazraky, stile je to stary znamy kecalista ChatGPT.

GPT for Sheets (Google Sheets) - jednoduchd integrace ChatGPT do Google Sheets nabizi
zajimavé moZnosti pro tvorbu tabulek. ChatGPT pak miiZete volat jako funkci a vytvaret tak pirehledné
tabulky s prekvapivou rychlosti.
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7. Nekoneché mnozstvi variant

Casto potfebujeme vymyslet nékolik alternativ néjakého textu, tfeba abychom klientovi nabidli
rizné moZnosti, nebo abychom vyzkouseli rizné verze reklamy a zjstili, ktera funguje nejlépe.
Priklad: ,Bud mj reklamni poradce. Vygeneruj mi prosim deset variant této reklamy ve stejném formatu:
Titulek: Uméla inteligence pfimo pro vas, Text: Chatovaci nastroj ChatGPT vam vygeneruje odpovédi na
otazky nebo pomuze programovat. Vyzkousejte zdarma. Vygeneruj tabulku se sloupci Titulek reklamy, Text
reklamy.”

A pak miZete pokraCovat. MiiZete zadani upFesnit, nebo prosté pozadat o dalsi a dalsi variace.

I primérny marketér by zfejmé vygeneroval lepsi reklamy. Ale rozhodné ne za deset sekund,
coZ je Cas, ktery k tomu potieboval ChatGPT. Navic se generator nevyCerpa a neunavi, miZete jej
o rlizné varianty téhoz zZadat aZ do soudného dne.

Nebo do vypadku sluzby, ke kterym dochazi pomérné Casto. Jindy se zase stane, Ze odpovéd
v pllce skonci. Pak nezbyva neZ generovat znovu.

7. Pokrocilé fotomontaze diky ai

Odpocineme si na chvili od textového ChatGPT a pfipomeneme si ndstroje pro generovani
obrazl. V predchozim navodu jsme ukazali, jak pomoci Stable Diffusion a Midjourney vytvaret obrazy
na prakticky libovolné téma.

https://www.seznamzpravy.cz/clanek/tech-technologie-navody-usetri-vam-praci-a-vyrazi-dech-10-
tipu-jak-zaprahnout-umelou-inteligenci-227059
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Umeéla inteligence: rizika i
prilezitosti

Spolecnost

Umeéla inteligence se dostava do vSech aspektli naseho Zivota. V ¢em spocivaji rizika a jaké jsou
naopak prileZitosti?

Uméla inteligence se stava souCasti naseho kaZdodenniho Zivota, proto je nezbytné stanovit
pravidla. Parlament chce urcit ramec, ktery lidem umozni vyuZzivat jejich vyhod a souCasné
minimalizovat rizika.

Rist a prosperita Evropy jsou tzce spjaty s tim, jak budeme vyuZivat data a s nimi souvisejici
technologie. Uméla inteligence miZe v nasich Zivotech znamenat vyraznou zmeénu, at' uz k lepsimu ¢i
horsimu. Evropsky parlament proto zaloZil zvlastni vybor pro zkoumani jejich dopadl a vyzval,
aby pravidla pro umélou inteligenci byla zaméfena predevsim na ¢lovéka a byla pripravena na rizné
budouci scéndfe. NiZe jsou nastinény nékteré z hlavnich prileZitosti a hrozeb spojenych s budoucim
vyuzivanim umeélé inteligence (anglicky artificial intelligence - Al).

Prectéte si vice o tom, co uméla inteligence je a jak ji vyuZivame.

Vyhody umeélé inteligence

Zemé Evropské unie jsou v digitilnim primyslu a v digitalizaci podnikani silnymi hraci.
Vzhledem Kk existenci vysoce kvalitni digitalni infrastruktury a regulaéniho ramce, ktery chrani soukromi
a svobodu projevu, by se EU mohla v datové ekonomii a jejim vyuZivani stat celosvétovym lidrem.

vrs vv v - v
Prinosy v beznem zivote

Al nam miiZe zlepsit zdravotni pé€i, miZe prinést bezpeCnéjsi auta a dalsi dopravni prostredky
avneposledni fadé i levnéjsi produkty s delsi Zivotnosti a sluzZby pfizplisobené lidem na miru. Usnadnit
miuZe 1 pristup k informacim, vzdélani a odborné pripravé - pravé toto hledisko se dostalo do popredi
zejména s prechodem na distanéni zplisoby vyuky béhem pandemie Covid-19. Vzhledem k tomu, Ze
roboti mohou byt vyuZivani pro nebezpecné priace, dokiZe uméla inteligence ziaroven zvysit bezpeénost
na pracovisti a nabidnout nové pracovni prileZitosti v rostoucim a vyvijejicim se odvétvi primyslu
fizeném pomoci Al.

vy v - vyzs = . .
Prilezitosti umele inteligence pro podniky

V podnicich umozZiiuje Al vyvoj nové generace produktl a sluZeb, a to 1 v téch odvétvich, ve
kterych maji evropské spoleCnosti jiz nyni silné postaveni: zelena a obéhova ekonomika, strojirenstvi,
zemedélstvi, zdravotni péCe, moda, cestovni ruch. Uméla mteligence pomlZe s optimalizaci a
plynulosti prodeje, mize zlepsit udrzbu strojd, zvysit vykon a kvalitu produkce, troven sluzeb pro
zakazniky a rovnéz usetii energii.

Prilezitosti AI ve verejnych sluzbach

Uméla inteligence vyuzZivana ve vefenych sluZzbach mlze sniZit niklady a nabidnout nové
moZnosti ve vefeiné dopravé, vzdélavani, energetice a pii nakladiani s odpady a ziroven zlepsit
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udrzitelnost produkti. Pravé proto by mohla mimo jiné prispét k naplnéni cilii Zelené dohody pro
Evropu.

Prevence dezinformaci

Rizeni zaloZené na datech, prevence dezinformaci a kybernetickych ttokil a zajisténi piistupu ke
kvalitnim informacim: z téchto divodd mize AI ucinné posilit demokracii. Zaroven lze jejim
prostiednictvim podpofit diverzitu a otevirenost, a to napriklad zmirnénim predsudkl pii prjimani
novych zaméstnanct skrze vyuZivani primarné analytickych dat.

vags = . v
Umela inteligence, bezpecnost a ochrana

Lze predpokladat, Ze Al bude stile Castéji vyuZivina 1 pro prevenci kriminality a v systému
trestniho soudnictvi. Masivni soubory dat dokdZe umeéld inteligence zpracovat rychleji, rizika utéku
véznl hodnoti presnéji a dokaze predvidat a predchizet nejen trestné Cinnosti, ale 1 teroristickym
utoktim. Online platformy ji v sou€asné dobé€ vyuZivaji hlavné pro detekci nezikonného a nevhodného
online chovani.

V oblasti vojenstvi by mohla byt uméla inteligence vyuZita k obrannym a tito¢nym strategiim proti
hackovani a phishingu (technika pro ziskavani citlivych tidajti v elektronické komunikaci) ¢i k cileni na
kli¢ové systémy v kybernetické vilce.

Hrozby a vyzvy spojené s umelou inteligenci
Zvysujici se zavislost na systémech umélé inteligence nicméné predstavuje urcita rizika.

Nedostatecné vyuzivani a naduzivani Al

Za hlavni hrozbu je povaZovino predevsim nedostateCné vyuZivaini umélé inteligence:
promarnéné prileZitosti mohou pro EU znamenat Spatnou implementaci zisadnich programd, jako je
napriklad Zelena dohoda pro Evropu, ale 1 ztritu konkuren¢ni vyhod oproti jinym regiontim a
hospodarskou stagnaci. Nedostatené vyuziti AI mlZe pramenit z obecné nedlvéry vefejnosti a
podnik@ v umélou inteligenci, ale 1 z nevyhovujici infrastruktury, nizkych investic ¢i fragmentace
digitalnich trhi (a to vzhledem ke skute€nosti, Ze proces u€eni umeélé inteligence je zavisly na datech).

Podobné problematické vsak mize byt naduzivani Al. Prikladem je investovani do aplikaci,
které se ukdzaly byt nepouZitelnymi, nebo pouZiti umélé inteligence tam, kde neni vhodna - naptiklad
k vysvétlovani sloZitych a zna¢né komplexnich spoleCenskych jevi.

Odpovédnost: Kdo nese vinu za skody zplisobené AI?

Dulezité je urcit, kdo je zodpovédny za skodu zplisobenou zatizenim nebo sluzZbou ovladanou
umélou mteligenci. Pokud kupfikladu dojde k nehodé automobilu Fizeného Al, hradi skody mayjitel,
vyrobce automobilu nebo programator?

Pokud by byl producent zbaven odpovédnosti, neexistoval by Ziadny podnét k poskytovani
kvalitniho produktu a sluzby, coZ by mohlo zisadné poskodit divéru lidi v technologie. Na stranu
druhou, 1 samotné regulace mohou byt prilis striktni a potlaCovat inovativni rist.

Hrozby AI pro zakladni prava a demokracii

Vysledky produkované umélou inteligenci zavisi na tom, jak je navrZena a jaka data pouZiva. Jak
navrh samotny, tak 1 data mohou byt zimérné ¢i netimyslné ovlivnény. Nékteré kliCové aspekty
urcit¢ho problému naptiklad nemusi byt viibec do algoritmu zakomponoviany nebo mohou byt
naprogramovany tak, Ze reflektuji a replikuji strukturalni predsudky. Ziaroven s tim by pouZiti Cisel k
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reprezentaci a vyjadireni komplexni socidlni reality mohlo zplsobit, Ze se uméla inteligence bude jevit
jako fakticka a presna, 1 kdyZ tomu tak ve skuteCnosti neni. Tento fenomén je oznaCovan jako tzv.
,mathwashing® (z anglického ,,math“ = matematika a ,washing® = myti).

V pripadé nespravného provedeni by tak uméla inteligence mohla Cinit negativné zaujata
rozhodnuti ovlivnéna etnickym pivodem, pohlavim ¢1 vékem a zpochybnit objektivnost procesti pfi
najimani ¢i propousténi zameéstnanct, pii nabizeni pajcek, ¢i dokonce v trestnim Fizeni.

Al by mohla vaZné ovlivnit pravo na soukromi a ochranu udajli - mize byt naptiklad vyuZita v
zafizenich pro rozpoznavani tvari, pro online sledovani a profilovani jednotliveli. Uméla inteligence
navic umoznuje sluovani poskytnutych informaci, ¢imz vytvari nova data - tato skuteCnost mize
mnohdy vést k neoCekavanym vysledkim.

V umélé inteligenci lze navic spatfovat potencidlni hrozbu 1 pro demokracii. JiZ v minulosti ji bylo
prisuzovano vytvafeni tzv. komnat ozvén zaloZenych na zobrazovani obsahu, ktery koresponduje s
prechozim online chovanim dané osoby. Al tak nevytvari dostateCny prostor pro pluralistickou,
rovnomeérné pristupnou a inkluzivni vefejnou debatu. MizZe byt dokonce vyuZita k vytvateni falesnych,
le¢ extrémné realistickych videi, audio nahravek a obrazki, t€¢Z znamych jako tzv. ,deepfakes”. Ty
mohou predstavovat zna¢na financni rizika, poskozovat dobré jméno a zpochybnit rozhodovani. To
vSe mUZe nasledné vést k rozdéleni a polarizaci vefejné sféry a k ovliviiovani samotnych voleb.

Al by mohla svou roli sehrat 1 pi1 upirani svobody shromazd'ovani a protestli, nebot ji lze vyuZit
k sledovani a profilovani jedinci spojenych s urcitym piesvédCenim nebo Ciny.

Dopad umélé inteligence na pracovni mista

Ocekava se, Ze vyuzivani Al na pracovisti povede k ruseni velkého poctu pracovnich mist.
Ackoliv se zaroven predpokliada, Ze uméla inteligence vytvori nova a lepsi pracovni mista, skuteCnosti
Jje, Ze vzdélani a odborny vycvik budou hrit klicovou roli pti prevenci dlouhodobé nezaméstnanosti a
pii zajistovani kvalifikovanych pracovnik.

Hospodarska soutez a konkurenceschopnost

Shromazd'ovani informaci mZe mimo jiné vést k naruSeni hospodaiské soutéze - aktéri s
vétsim mmnoZstvim informaci mohou nad svymi oponenty ziskat vyhodu a konkurenci uéinné
elimimovat.

Bezpecnostni rizika

Veskeré zplisoby vyuZiti umélé inteligence, které jsou v pfimém fyzickém kontaktu s lidmi nebo
pifimo integrované do lidského téla, mohou predstavovat bezpeCnostni rizika. Existuje moZnost
chybného navrhu, zneuZiti ¢i hacknuti. Nedostate¢na regulace pfi pouZivani Al ve zbranich mliZe vést
ke ztraté kontroly nad nebezpe€nymi zbranémi.

Otazka transparentnosti

Riziko spociva také v nerovnovize v pristupu k informacim. Na zikladé chovéni lidi v online
prostfedi a diky dalsim datm miZe bez védomi dotCenych osob dojit napriklad k cilenému
prizplsobovani politickych kampani ¢lovéku na miru ¢i predvidani toho, kolik je dana osoba u online
prodejce ochotna utratit. Dal$im problémem transparentnosti je skute¢nost, Ze ne vzdy je lidem jasné,
zda interaguji s umélou inteligenci ¢i realnou osobou.

Prectéte si vice o tom, jak chté)i europoslanci utvaret legislativa v oblasti dat, aby podpoftili
movace a zajistili bezpecnost.
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Odkazy

Evropska komise: Bild kniha o umélé inteligenci - evropsky pristup k excelenci a dvére

Studie Think tanku EP: Artificial intelligence: How does it work, why does it matter, and what
can we do about 1t? (anglicky)

Artificial intelhigence: how does it work, why does it matter and what can we do about it?

Think Tank Evropského parlamentu: Opportunities of artificial intelligence (anglicky)

Council of Europe study: algorithms and human rights

Artificial intelligence: legal and ethical reflections

Odkaz: 20200918STO87404
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Jak umeéla inteligence usnadnuje
uceni?

AUTOR
Michal Cerny

Anotace

Prispévek se vénuje tomu, jak nyni (a v blizké budoucnosti) mlize uméla inteligence ménit
edukacni procesy a pomoci s u€enim se. Zamérime se jak na praktické priklady, tak na to, jaky vliv to
miiZe mit na vnimani uCitelské profesni identity.

Kdyz se mluvi o umélé inteligenci a vzdélavani, miZeme se setkat s celou Fadou mytd. Ten prvni
se tyka predstavy, Ze jde o technologie, jejichz cilem je nahradit béZzné ucCitele, coz ma za nasledek
ztratu osobniho kontaktu a socialniho rozméru u€eni. Tento mytus tésné souvisi s tim, o ¢em se v jinych
souvislostech hovofi jiz dlouho, totiZ s mimoriadné nizkou kredibilitou profesni identity u€itele. Druhy
mytus je ten, Ze umeéld inteligence je vsude kolem nds a nema smysl se ji tedy néjak specialné didakticky
vénovat. Treti mytus pak spoCiva v tom, Ze je nutmé vyuku umélé inteligence zavést do $kolniho
kurikula, protoZe jen schopnost s ni pracovat na trovni zakladniho programovani da Zaklim mozZnost
nadvlady nad ni.

Vsechny ti'1 myty obsahuji ur¢itou davku pravdu, je mozné Fict, Ze vZdy prinaseji néco pozitivniho
a uzZiteCného. Ale soucasné v sobé vZdy obsahuji jistou piepjatost, ktera dle naseho soudu neni zcela
nutni. To, ¢emu bychom se chtéli vénovat v tomto ¢lanku, je ukizka nékolika zajimavych oblasti, ve
kterych uméld inteligence primo pomaha ve vyuce (nebo v nejblizsi dobé bude), a zamysleni se nad
tim, co takové systémy vlastné prinaseji a jak je z hlediska pedagogiky vhodné o nich vlastné premyslet.

Domnivame se, Ze uméla inteligence neni konkurenci k ucitelské profesi, ale né¢im, co mize
vyznamné Ziklm pomoci v tom, aby se skutecné efektivné ucili. Mimo Fady benefitd, o kterych
budeme jesté mluvit, totiz Fesi jeden z velkych problémi skolstvi obecné - prilis velikého mnoZstvi
studentl, kteli pFipadaji na jednoho vyucujiciho. Systémy s Al obecné umozZnuji tento problém
CasteCné kompenzovat, coZ dava ucitel realnou moZnost kvalitné vyu€ovat a pracovat se skupinou,
zatimco mnoho individualizovanych aktivit je moZné ur€itym zptsobem delegovat pravé na umélou
mteligenci.

Co je to umeéla inteligence?

Rici v jedné & dvou vétich, co je to uméla inteligence (AI), neni snadné. Jde o pomérné siroké
spektrum technologickych postupli, které umoznui algoritmim deduktivnim zplsobem TFesit
problémy, jejichZ presné zadani v sobé nemaji implementoviano. K tomu, aby AI mohla vykonavat sviij
ucel, je nutné, aby trénovala s néjakym, pomérné velkym mnoZstvim dat. Dnes asi nejpopularnéjsim
zpUsobem, jak umeélou inteligenci implementovat, je vyuZit umeélé neuronové sité, ktera je inspirovana
lidskym mozkem a standardné umoziuje provadét klasifikaci objektli, ¢asto podle pFedem ne zcela
jasného klice.

To, co je dullezité, je, Ze uméla inteligence nepracuje s Zidnymi dopredu danymi postupy, ale
snaZi se o hledani vlastniho Feseni. Tim se lisi od tradi¢nich modeld deterministickych algoritm.
V pripadé umélé mteligence tedy FeSeni neni moZné dopfedu odhadnout. Pokud bychom si chtéh
navrh néjaké neuronové sité vyzkouset, pak velice doporucujeme TensorFlow, coZ je prostiedi pro
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navrh Al od Google, které je nyni oteviené a existuje k nému nepieberné mnozstvi navodili a postup,
jak s nim pracovat, nebo co jeho prostiednictvim lze vytvorit.

Tradicné se miZeme setkat s pojetim umélé inteligence, které se tika vieobecna, coZz je takova,
ktera by se méla mit schopnost naucit cemukoli a byla by podobné univerzalni jako lidska mysl. Jde ale
spise o teoreticky koncept s omezenou aplikovatelnosti a mnohem Castéji se pracuje s mensimi, tzce
specializovanymi systémy, které umi Fesit své pomeérné malé a tizce zadané tikoly, jako je vyhledavani,
prace s dialogem, analyza obrazu atp.

Pokud by nékoho zajimaly podrobnéjsi priklady, velice doporucujeme sledovat Google a jeho
Al skupinu, kde najdete nejen jednotlivé nastroje, ale také velké mnoZstvi popularizaCnich, ale
souCasné nesmirné aktualnich texti. Cognitive Services od Microsoftu jsou prakti¢tési, ale také hodné
zajimavé. Obecné je mozné Ticl, Ze uméld inteligence je v souCasnosti trend, ktery se uplatiiuje témeér
vSude, a pokud se podivame naptiklad na sezam TOP 200 nastroji pro vzdélavani, tak témér vsechny
s umélou inteligenci néjakym zplisobem pracuji.

Posledni pojem, ktery bychom méli objasnit, je rozdil mezi Al a strojovym uéenim. Rikd se vtip,
Ze uméla inteligence je to, co je napsané v PowerPointu a strojové uceni to, co je napsané v Pythonu.
Jde vlastné o silné synonymni pojmy, mezi kterymi neni nutné v nasem kontextu piilis rozlisovat.

Nyni se pokusime upozornit na nékteré konkrétni aplikace umélé inteligence, které se mohou
zajimavym zpUsobem uplatfiovat ve vzdélavani. Ve svém vybéru budeme zimérné pracovat s nastroj,
které mohou byt navizané na konkrétni oborové didaktiky.

Presenter coach v powerpointu

Zcela nova funkce, ktera bude brzy dostupnd v online verzi PowerPointu (do instalované se
dostane pozdéji) se jmenuje Presenter Coach. UZivatel diky ni miize predndset svoji prezentaci (v
anglictng) a systém mu hlida srozumitelnost, tempo mluvy nebo to, zda nepouZiva vycpavkova slova
nebo jen necte informace ze slidi. Jde tedy o nastroj, ktery ma vést k rozvoji prezentacnich dovednosti
v anglictiné pri pouZiti PowerPointu. JestliZe se dnes hovoli o tom, jaky vyznam maji prezentacni
dovednosti, pak je jednoznatné mozné Ficl, Ze takové systémy mohou jejich vyuku vyrazné zefektivnit.
Ucitel se mUZe soustredit na jisté uvedeni do problematiky a poté davat podstatné efektivnéjsi zpétmou
vazbu, protoZe Zaci budou moci zikladni tréning a nejCastéjsi chyby vyfesit prostfednictvim funkce
Presenter Coach.

Na tomto prikladu je soucasné pékné vidét, Ze nejde o systém, ktery nahradi ucitele, nebo ktery
sim o sob€ naui nékoho prezentovat, ale umozZni postupovat mnohem rychleji, cilenéji a
individualizovanéji s tim, Ze ucitel mlZe ve vyuce vyuZit mnohem vice své odbornosti, protoZe se miize
vénovat napfiklad rétorickym figuram ¢i lexiku a obsahu presentace misto bézného opravovani chyb.
Navic takovych, které musi kazdy zik ,nadFfit“ saim, coZ je v béZném zplsobu organizace vyuky
nesmirné narocné.

Grammarly

Grammarly je jednou z nejpopularnéjsich aplikaci, které pracuji s vyukou angli¢tiny. Tvirci ji
doporucuji jak pro rodilé mluvci, tak také pro ty, co se anglicky uci. Funguje jako doplnék do
prohlizece, pripadné jako samostatna webova aplikace. Pokud Clovék zacne psit jakykoliv anglicky
text, tento nastro) mu zacne kontrolovat pravopis a upozoriovat ho na chyby, kterych se v textu
dopousti. Napriklad, Ze mu chybi ¢len, opakuji se mu slova, urcita véc se ma tici frazi anebo Ze uziva
pasivni tvar, coZ je v CeStiné docela bézna, ale angli¢tina to v oblibé uplné nema.

Cilem aplikace je tedy vést kazdého uZivatele, aby anglicky psal a sou€asné snadno mohl vidét,
co ma Spatmé. Systém chybu jen podtrhne, a pokud Clovék nechce poradit, miZe zkusit dany
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gramaticky problém vyfesit saim. Obecné plati, Ze pokud Clovék sam piSe néco, co ho zajima - od
blogu, po tweety, a ma k dispozici systém, ktery ho opravuje jak v oblasti gramatiky, tak stylisticky mlZe
délat pomérné rychlé a velké pokroky. Soucasné jde o snahu o posileni vSudypritomného uceni -
Grammmarly se integruje do Google Docs, mailu nebo kamkoli jinam.

Ucitel ma pak moZnost se svymi Ziky pracovat na tom, aby se v psani zlepSovali, anebo vénovat
vice Casu naptiklad konverzaci. Grammarly samoziejmé neni jedinym nebo samostatné funkcénim
systémem, ale mlZe s procesem u€eni hodné pomoci, pokud se podafi v Zacich vybudovat psani a
studyni navyky, kterych je mozné vyuZzit.

Bohuzel, vice chyb ve stylistice umi opravovat jen placena verze.

Codeacademy

Pokud se chce ¢lovék naucit ziklady kodovani, tedy osvojit si néjakym programovaci jazyka a
dokdzat vném napsat jednoduchy program, pak zfejmé neni moc lepSich variant neZ vyuZit
Codeacademy. Tento nastroj umoznuje v jednotlivych lekcich postupovat tak, Ze zadava jednoduché
ulohy, které postupné vyhodnocuje. Neni potfeba nic kompilovat a systém umi s procesem uceni
kodovani pohodIné poradit. Naopak hromadné u€eni kodovani ve tridé jsou - asi pro kazdého kdo to
kdy zkousel - nesmirné naro¢né. Kazdy Zak je jinak rychly, ma jiny postup a nedafi se mu jiné véci.
Tento nastroj umoznuje, aby kazdy pracovat svym tempem a ucCitel se vénoval tém, co maji nékde
problém, a vyuce programovani jako ur¢itému stylu mysleni. Predevsim v zacitcich je to velice
praktické.

Ze viech uvedenych nastrojii je Codeacademy s umélou inteligenci spojeny zi'ejmé nejméné.
Soucasné je v ném moZzné se ale naucit spoustu zajimavych véci, které k pochopeni umélé inteligence
budou smérovat.

Umime cesky, mat-mat, slepé mapy

Tt zminéné projekty maji spoletného jmenovatele, totiZ tym z Fakulty informatiky Masarykovy
univerzity, ktery se zaméruje na adaptivni u€eni. Ve zkratce FeCeno viechny tfi se snazi zadavat Zakim
ukoly, které jsou pomérné naro¢né klasifikovany podle toho, jakym zpilisobem je plni ostatni. Systém
tak umi odhadnout (a nutno fici, Ze v mnoha pripadech mnohem lépe neZ ucitel), jaka je tfida uloh,
se kterymi bude mit student urcity problém, a podle toho mu nabidnout takové, na kterych se miize
efektivné ucit.

Zici tak napiiklad mohou pracovat na stejné trovni obtiZnosti, ale kaZdy plni jiné tkoly podle
toho, co mu zrovna jde ¢i nejde. Takovy model je v béZném offline pojeti vyuky velice obtizné
pouzitelny, ale nesmirné efektivni. Pokud tedy chceme zatidit, Ze se Zaci napriklad procvici ve s€itani,
mohou uZit mat-mat, protoZe tento systém generovani a adaptaci prikladd umi velice dobre.

Vsechny systémy jsou zajimavé v oblasti prace s chybou, ktera je vinimana jako zakladni deskriptor
pro dalsi uceni. SoucCasné ale v Zadném pripadé nevyluCuji z edukacniho procesu ucitele. Ten se ale
muZe vénovat bud’ individudlnim intervencim, nebo tieba vykladu jevil, které si Zaci sami osvojuji.
Anebo mu zilstane dostatek prostoru na formativni hodnoceni, coZ je néco, co zatim Al umi pomérné
malo, a soucasné plati, Ze od Clovéka (uCitele) ma velkou vahu.

Zaverem

Visechny vySe uvedené nastroje je mozZné pomérné snadno implementovat do Skolniho 1
mimoskolniho vzdélavani. SouCasné ukazuji, jakym smérem se miliZe spojeni umélé inteligence a
vzdélavani posouvat. Zatimco jesté pred nékolika mdlo lety bylo v moédé hovorit o tom, jak budou
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roboti brat praci lidem, dnes se mnohem vice hovofi o tom, Ze bychom méli uvaZovat o budovani
hybridnich systémi, ve kterych bude na urcitém tkolu spolupracovat vice lidi spolu se systémy umélé
mteligence. Myslime si, Ze napriklad oblast vzdélavani integrujici jak ucitele, tak také tfeba knihovniky
nebo odborniky na technologie spolu s modernimi nastroji vyuZivajici Al, miZe byt velice péknym
prikladem toho, kam je moZné proces uceni posunout.

Domnivime se, Ze se nam podaiilo pomérné presvédCivé na nékolika madlo ilustrativnich
prikladech ukazat, co vSechno je mozné diky Al ve vzdélavani efektivnéji fesit a jaké nové moznosti
vzdélavani, ale 1 prace pedagoga takové nastroje nabizi. Jisté, jednim z velkych problémi soucasného
vzdélavani je pretizeni kurikula, které bude muset byt ur¢itym zplsobem redukoviano, ale neni jednim
zprobléml 1 to, Ze nékteré Cinnosti vykonavime zisadné neefektivné? Podobné je velkym
hendikepem mald profesni sebediivéra uciteli. Ale nemohou technologie pomoci ukazat jejich
opravdovou kvalitu a dat jim prostor vice ¢asu vénovat tém vécem, ve kterych jsou opravdu dobri -
narotnému uceni druhych, formativnimu hodnoceni, facilitaci tymu, které fesi urCité projekty atp.?
Technologie jisté nejsou nécim, co by fungovalo samo o sob€, nebo bylo vZdy lepsi neZ ,klasické
zpusoby*, ale jisté jsou dobrym prostfedkem pro zlepSeni nékterych jasné existujicich problému.

Licence

Vsechny ¢lanky jsou publikovany pod licenci Creative Commons BY-NC-ND.

Nahradi uméli mteligence uCitele? Dokize reagovat na emoce Ziki, na neverbalni vyjadyovani,
na gesta?’

Umél4 inteligence (UI) nemitiZe nahradit lidské u€itele, protoZe vzdélavani je vztahem jedna na
jednoho a mnoha na jednoho, ktery zahrnuje empatii, emoce a lidské spojeni [1]. UI miiZe poskytovat
personalizované vzdélavani pro kazdého studenta a objektivni zpétmou vazbu, ale nikdy nemiiZe
nahradit teplo, kreativitu a spojeni, které vychézeji z lidské interakce pri vyuce [2]. Ucitelé pomahaji
studenttim uvédomit si jejich jedineCnost, rozvijet dovednosti feseni problémt, podporovat lasku k
uCeni a poskytovat cenné lekce z osobniho Zivota [1]. UI miiZe potencidlné pomoci pii rozvoji u€itelti
a zavadéni novych vyukovych metod, ale nikdy je nemiiZe nahradit [2]. Vzdélavani je vzijemné
podporujici ekosystém, kde se u€eni déje od riiznych lidi v riznych forméch [1]. UI miiZe byt uZite¢na
jako pomticka pro ucitele, ale u€itelé ziistanou klicovymi prvky vzdélavaciho procesu.

References: [1] Why Artificial Intelligence Will Never Replace Teachers [2] Al In Education:
Can Al Replace Teachers In Schools? [3] Will Al Replace Teachers?
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Why artificial intelligence will
never replace teachers

A recent feature on Forbes talked about how artificial mtelligence or Al can never replace
humans by outhining the fact that it is a technology that 1s here to make you more valuable. While there
have been consistent debates in the online fraternity regarding the extent to which Al can disrupt the
employment world as we know it, the results point in the same direction.

There are still decades to be covered, as far as the complete takeover of basic human jobs 1s
considered. This 1s because humans are strides ahead of Al and ML when it comes to emotional
perceptions, and understanding of different figures of speech, such as sarcasm, humor, sadness, etc.

And, even if Al and ML-powered robots can understand the overall tone of speech, they lack the
empathy and distinctly human touch when it comes to relationships, and impeccable grasp over the
sentiments.

This 1s one crucial basis that makes it impossible for Al to replace humans as teachers!

Here, we explore the subject matter at length and discuss various characteristics that make
humans better than Al when it comes to teaching.

Let us begin by exploring the essence of teaching.

Humans as teachers: the entire essence

Teaching 1s a one-on-one and many-to-one relationship that works in many unique ways. Not
only does a teacher impart worldly knowledge to the students, but they also learn from them. Teachers
and students form a symbiotic and synergistic ecosystem that helps in the mutual enhancement of
knowledge (various flavors).

Further, what makes humanized teaching so special, 1s the fact that teaching happens outside the
classrooms as well. It happens throughout life, and that too m various forms, such as visual learning,
learning by histening, by doing things, life experiences, etc. Also, learning varies from one person to
another depending on their perceptions, abilities, and preferences.

Humans as teachers have three distinct characteristics that add to the entire essence of teaching,
and we discuss them below.

1. Teaching is about relationships

An Al might be able to replicate some aspects of a teacher-student relationship. Stll, it will never
fully replicate the warmth, empathy, and connection that comes from real human interaction.

2. Teachers are constantly evolving

They are always learning new things and experimenting with new methods in the classroom. No
machine could ever duplicate the nimbleness and creativity of a good teacher.

3. Teaching is about human connection

One of the most powerful aspects of teaching 1s the relationship between teacher and student.
This connection 1s what helps students learn, grow, and feel supported in their education. An Al can
never replace that.

Now that we have established the premise, let us move on to discuss the pointers to support it
and help you understand why Al can never replace human teachers.
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Artificial intelligence vs human teachers: can ai
replace teachers?

Through this blog, we aim to help understand the role of teachers, and how an Al could
potentially assist them in their teaching. We also hope to answer any questions or concerns readers
might have about Al and its impact on education.

The fear that artificial intelligence will one day replace teachers i1s understandable but unfounded.
There are several reasons why Al will never be able to completely replace a human teacher.

We also hope that you will also agree on how Al could play an important part
n revolutionizing today’s teaching methods.

1. Teachers Play a Vital Role in the Education

Teachers help students realize their uniqueness, which helps to encourage creativity and develop
problem-solving skills. They help foster a love of learning and provide support and guidance as students
grow and develop. They are also responsible for preparing students to enter the future workforce or
pursue further education based on their interests.

On the other hand, Al has already started to play a role in the education sector by helping to
personalize learning for each student. It can also provide students with objective and responsive
feedback on their work, which helps them to improve their learning skills.

However, an Al has its limitations in mterpreting and responding to the non-verbal cues that
teachers often use 1n the classroom. There are other essential aspects of teaching that AI will never be
able to replicate. Teachers also provide valuable life skills lessons, such as dealing with disappomtment
or failure.

Teachers are constantly evolving, learning new things, and experimenting with new methods in
the classroom. An Al might be used to assist in teacher development by giving feedback based on
previously fed criteria and proposing new teaching methods.

2. Institutional Learning Is a Mutually Supportive
Ecosystem

When we talk about teaching, we must understand and accept one fact - teaching 1s not a one-
person job. As mentioned earlier, teaching and learning come in various forms, from various people,
and 1n various flavors.

When students go to a school, they learn and perceive from the actions of others as well - their
peers, teachers (that might not even teach their class), the staff members, and the overall educational
mfrastructure an institution offers.

Let us try to understand this with the help of an example.

Kyle 1s a pre-schooler who 1s home-schooled with state-of-the-art Al teaching solutions. He has
access to some of the most awesome educational materials and 1s going well. Seeing his performance in
various online tests and assessments, his parents think about continuing homeschooling without the aid
of a teacher.

Now, after 3 or 4 years, they think it’s time for him to learn in the real-life education system. Kyle
goes to the school and witnesses a whole new world out there. There are many things to remember,
such as names of his peers, teachers, departments, routes to different sections of his school, rules, etc.

Now, his learning is not only about the books, numbers, or rules of grammar. He is learning
sports, teamwork, respecting the space, privacy, and opinions of other people around him. He 1s now
realizing that learning and education are so much more than simply completing sheets after sheets of
work and interactive activities.

This 1s just a small glimpse of how institutional learning can contribute to the wiring of our brains
and
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As Al alone cannot equip the students with such a comprehensive and holistic ecosystem on its
own, it can never completely replace humanized teaching.

3. AI Cannot Provide the Holistic Emotional Connect

This connection 1s what helps students learn, grow, and feel supported in their education. Al can
never replace the emotional support that teachers provide. Teachers are hifelong learners who continue
to learn and grow throughout their careers. They are constantly adapting to new situations and the needs
of their students.

Al can’t provide the same level of support that teachers can. In addition, teachers are passionate
about education and helping students learn. They don’t just see it as a job — they see it as a calling; they
see 1t as their purpose. And that’s something that Al will never be able to understand.

Teachers understand that to transfer the knowledge they want to impart to students, they must
create a conducive environment for limitless learning.

4. Teachers Can Adapt and Change Their Teaching
Methods

Teachers can adapt and change their teaching methods to meet the needs of an individual student.
They understand that one student 1s different from another. One understands a subject better than the
other and has its own ways of absorbing knowledge.

Teachers can provide a personalized learning experience depending on each student’s capacity
and find a way for them to excel in a subject. Teachers are also able to connect with their students on a
personal level, which helps them learn and blossom.

Teachers provide essential life skills to their students, such as working collaboratively and thinking
critically. They help to mstill values in their students and prepare them for the future.

While we have been discussing the things Al cannot impart as a teacher, let us move on to find
how technology can help students and teachers enjoy an enhanced learning experience.

Artificial intelligence - an enabler that
augments teaching and learning

While Al can’t provide a holistic learning experience, teachers can definitely enhance the quality
of education with its functionalities. For example, an Al-based educational software can help 1dentify
areas where a student 1s struggling and needs help. These solutions can answer a teachers’ doubts when
it comes to choosing the most effective teaching plans or strategies.

Currently, Al 1s finding application in multiple other areas of education, such as evaluation,
teaching with different approaches, testing, personalized learning, virtual learning, etc.

One such example 1s PrepAl, which helps teachers in generating fair, bias-free, and
unique questions in various formats and from multiple sources. The software helps teachers create
MCQs, fill-ups, descriptive questions, and true/false questions of easy, medium and hard difficulty, in
an effortless manner.

Such smart and powerful solutions can definitely help both teachers and students in 1dentifying
and filling the gaps in learning. While Al can’t fully replace teachers, it may be the catalyst for a new
era in which both teachers and machines collaborate to create a beneficial learning environment that
benefits students in every way.

So, would Al replace teachers - NO. But it will definitely disrupt the education and learning
sectors and would emerge as one of the best enablers for augmented learning and teaching.

A recent feature on Forbes talked about how artificial mtelligence or Al can never replace
humans by outlining the fact that it is a technology that is here to make you more valuable. While there

_61_



Rozmluvy s Al

have been consistent debates i the online fraternity regarding the extent to which Al can disrupt the
employment world as we know it, the results point in the same direction.

There are still decades to be covered, as far as the complete takeover of basic human jobs 1s
considered. This 1s because humans are strides ahead of Al and ML when it comes to emotional
perceptions, and understanding of different figures of speech, such as sarcasm, humor, sadness, etc.

And, even if Al and ML-powered robots can understand the overall tone of speech, they lack the
empathy and distinctly human touch when it comes to relationships, and impeccable grasp over the
sentiments.

This 1s one crucial basis that makes it impossible for Al to replace humans as teachers!

Here, we explore the subject matter at length and discuss various characteristics that make
humans better than AI when it comes to teaching.

Let us begin by exploring the essence of teaching.

Humans as teachers: the entire essence

Teaching 1s a one-on-one and many-to-one relationship that works in many unique ways. Not
only does a teacher impart worldly knowledge to the students, but they also learn from them. Teachers
and students form a symbiotic and synergistic ecosystem that helps in the mutual enhancement of
knowledge (various flavors).

Further, what makes humanized teaching so special, 1s the fact that teaching happens outside the
classrooms as well. It happens throughout life, and that too m various forms, such as visual learning,
learning by histening, by doing things, life experiences, etc. Also, learning varies from one person to
another depending on their perceptions, abilities, and preferences.

This 1s why humanized learning differs from controlled, or uncontrolled learning models in ML
and Al systems because learning in humans 1s unique for every single idividual.

Humans as teachers have three distinct characteristics that add to the entire essence of teaching,
and we discuss them below.

1. Teaching is about relationships

An Al might be able to replicate some aspects of a teacher-student relationship. Stll, it will never
fully replicate the warmth, empathy, and connection that comes from real human interaction.

2. Teachers are constantly evolving

They are always learning new things and experimenting with new methods in the classroom. No
machine could ever duplicate the nimbleness and creativity of a good teacher.

3. Teaching is about human connection

One of the most powerful aspects of teaching is the relationship between teacher and student.
This connection 1s what helps students learn, grow, and feel supported in their education. An Al can
never replace that.

Now that we have established the premise, let us move on to discuss the pointers to support it
and help you understand why Al can never replace human teachers.
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Artificial intelligence vs human teachers: can ai
replace teachers?

Through this blog, we aim to help understand the role of teachers, and how an Al could
potentially assist them in their teaching. We also hope to answer any questions or concerns readers
might have about Al and its impact on education.

The fear that artificial intelligence will one day replace teachers 1s understandable but unfounded.
There are several reasons why Al will never be able to completely replace a human teacher.

4 Basic Forms of Al

We also hope that you will also agree on how Al could play an important part
n revolutionizing today’s teaching methods.

1. Teachers Play a Vital Role in the Education

Teachers help students realize their uniqueness, which helps to encourage creativity and develop
problem-solving skills. They help foster a love of learning and provide support and guidance as students
grow and develop. They are also responsible for preparing students to enter the future workforce or
pursue further education based on their interests.

On the other hand, Al has already started to play a role in the education sector by helping to
personalize learning for each student. It can also provide students with objective and responsive
feedback on their work, which helps them to improve their learning skills.

6 Types of Learning

However, an Al has its limitations in mterpreting and responding to the non-verbal cues that
teachers often use mn the classroom. There are other essential aspects of teaching that AI will never be
able to replicate. Teachers also provide valuable life skills lessons, such as dealing with disappointment
or failure.

Teachers are constantly evolving, learning new things, and experimenting with new methods in
the classroom. An Al might be used to assist in teacher development by giving feedback based on
previously fed criteria and proposing new teaching methods.

2. Institutional Learning Is a Mutually Supportive
Ecosystem

When we talk about teaching, we must understand and accept one fact - teaching 1s not a one-
person job. As mentioned earlier, teaching and learning come 1n various forms, from various people,
and 1n various flavors.

When students go to a school, they learn and perceive from the actions of others as well - their
peers, teachers (that might not even teach their class), the staff members, and the overall educational
mfrastructure an institution offers.

Let us try to understand this with the help of an example.

Kyle 1s a pre-schooler who 1s home-schooled with state-of-the-art Al teaching solutions. He has
access to some of the most awesome educational materials and 1s going well. Seeing his performance 1n
various online tests and assessments, his parents think about continuing homeschooling without the aid
of a teacher.

Now, after 3 or 4 years, they think it’s time for him to learn in the real-life education system. Kyle
goes to the school and witnesses a whole new world out there. There are many things to remember,
such as names of his peers, teachers, departments, routes to different sections of his school, rules, etc.

Now, his learning 1s not only about the books, numbers, or rules of grammar. He 1s learning
sports, teamwork, respecting the space, privacy, and opinions of other people around him. He is now
realizing that learning and education are so much more than simply completing sheets after sheets of
work and interactive activities.
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This 1s just a small ghmpse of how institutional learning can contribute to the wiring of our brains
and

As Al alone cannot equip the students with such a comprehensive and holistic ecosystem on its
own, it can never completely replace humanized teaching.

3. AI Cannot Provide the Holistic Emotional Connect

This connection 1s what helps students learn, grow, and feel supported in their education. Al can
never replace the emotional support that teachers provide. Teachers are hifelong learners who continue
to learn and grow throughout their careers. They are constantly adapting to new situations and the needs
of their students.

Al can’t provide the same level of support that teachers can. In addition, teachers are passionate
about education and helping students learn. They don’t just see it as a job — they see it as a calling; they
see 1t as their purpose. And that’s something that AI will never be able to understand.

Teachers understand that to transfer the knowledge they want to impart to students, they must
create a conducive environment for limitless learning.

4. Teachers Can Adapt and Change Their Teaching
Methods

Teachers can adapt and change their teaching methods to meet the needs of an individual student.
They understand that one student 1s different from another. One understands a subject better than the
other and has its own ways of absorbing knowledge.

Teachers can provide a personalized learning experience depending on each student’s capacity
and find a way for them to excel in a subject. Teachers are also able to connect with their students on a
personal level, which helps them learn and blossom.

Teachers provide essential life skills to their students, such as working collaboratively and thinking
critically. They help to mstill values in their students and prepare them for the future.

While we have been discussing the things Al cannot impart as a teacher, let us move on to find
how technology can help students and teachers enjoy an enhanced learning experience.

Artificial intelligence - an enabler that
augments teaching and learning

While Al can’t provide a holistic learning experience, teachers can definitely enhance the quality
of education with its functionalities. For example, an Al-based educational software can help 1dentify
areas where a student 1s struggling and needs help. These solutions can answer a teachers” doubts when
it comes to choosing the most effective teaching plans or strategies.

Currently, Al 1s finding application in multiple other areas of education, such as evaluation,
teaching with different approaches, testing, personalized learning, virtual learning, etc.

One such example is PrepAl, which helps teachers in generating fair, bias-free, and
unique questions in various formats and from multiple sources. The software helps teachers create
MCQs, fill-ups, descriptive questions, and true/false questions of easy, medium and hard difficulty, in
an effortless manner.

Such smart and powerful solutions can definitely help both teachers and students in identifying
and filling the gaps in learning. While Al can’t fully replace teachers, it may be the catalyst for a new
era in which both teachers and machines collaborate to create a beneficial learning environment that
benefits students in every way.

So, would Al replace teachers - NO. But it will definitely disrupt the education and learning
sectors and would emerge as one of the best enablers for augmented learning and teaching.
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Arya Bharti

Driven by passion and an unrelenting urge to learn, Arya Bharti has a keen interest in evolving
and mnovative business technology and solutions that empower businesses and people alike. You can
connect with Arya on LinkedIn and Facebook.
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Can ai replace teachers in schools?

By Tetiana Paratsu

June 24, 2021

9 minutes to read

Summary: What will happen 1if tomorrow artificial intelligence replaces teachers at school? Such
a future 1s possible today when Al technologies have taken a big step forward. But artificial intelligence
still has to learn from humans, and its functionality 1s lmited.

Ai is changing the education industry

We asked the experts what they think about Al in educational processes:

Peter luntz, ils international language school milan

The way we learn and communicate in the 21st century has changed. Digital competencies have
become the norm in many life and work settings.

Looking back, we see that writing implements, the printing press, computers, and the telephone
revolutionized how we communicate and how we learn. Tools often start as a way to accomplish a task,
but then they can create a new way of communicating once they establish a point of no return. So
teaching methods that do not take digital learning into account will risk becoming obsolete. They may
even alienate students, especially younger learners, who come mto educational settings with a new set
of expectations.

Technology shaping the modern classroom

Technology must give added value, otherwise, it 1s just smoke and mirrors. It is always a means
to an end, not the end itself. Technology can cater for different learning styles. Providing information
i various formats allows students who are visual, auditory, experiential, or reflective to mteract with
resources at their own pace. Blended learning approaches allow students to have a group classroom
moment and individual moments online or on electronic resources that allow for increased
mdividualization of the learning experience.

Using technology to improve communication in the classroom

Technological mnovations like online learning platforms allow certain communications to
happen outside the classroom (asynchronous communication). This has the advantage of permitting
student-teacher and student-student exchanges that would be impossible in the classroom. This could
allow teachers to extend the discussion beyond the time constraints of the classroom. It also allows
students who are less likely to speak up in the classroom the chance to speak out online.

Diana Wilson, profile Sports LLC Phoenix AZ

I do not think that AI will ever replace good teachers, but it will become a great teacher's aid,
enabling teachers to do better what they do best. As machine learning advances, human contact and the
approval or the real people in one’s life will be even more important. As human contact becomes more
rare, students will not care what artificial intelligence thinks of them.
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Al may become a fantastic babysitter!

We live in a wired world now. We switched to Al automated ultra-high-definition tracking
cameras to live stream sports. If we were not there recording games, someone else would be trying to
film their athlete's game on their cellphone instead of enjoying the game.

Education and sports go hand in hand. AI will change the classroom for the better. In athletics,
automation and an algorithm that can distinguish between a baseball and a bird were a breakthrough in
sports videography for us. Now we can schedule our cameras from one centralized studio to control
various venues around the state and eventually anywhere in the world to turn on automatically, track
the action, zoom in and pull back just as 1f there were a skilled and smooth camera operator manning
the helm.

Joel mcleod, Stadivm

Integrating Al into the classroom 1s already being done today, with providers like Microsoft EDU
releasing apps like Presentation Translator, which creates real-ime subtitles of what the teacher 1s saying
i multiple languages.

Mostly, education systems worldwide have an established curriculum that teachers repeat year
after year to different cohorts. With Al to augment the roles teachers have, a wider variety of material
could be covered more easily without the need for teachers to complete additional research.

If an artificial mtelligence system took over the role of teaching students completely, we would
likely see a continuous analysis of student performance data, which could then adapt the curriculum
each year taught to students.

Because of the significantly larger capacity of an Al system to research, process, and teach
different information, the Al super teacher could likely optimize how to find and present information
to lead to the highest grades amongst students.

Dariya bogretsova, leobit

Due to the evolution in technology, manual working things are now replaced by automated
machines. This makes our work easier and less time-consuming. People are trying to adopt new things.
Recently, Al i1s a trend. Al 1s used in different fields like data science, cybersecurity, medical, stock
market, eCommerce. Even in the education sector, smart learning classes have been introduced, which
1s basically digital education. Some say that teachers cannot be replaced by Al as teachers help students
better understand subjects. But if Al replaces teachers, the cost of teachers will be cut down (i.e., you
don’t need to pay any pension or salary). By seeing both the pros and cons, it 1s not all about gaining
knowledge, understanding of students 1s also important, which only teachers can do.

Kentaro toyama, university of michigan

In the short and medium terms, no. Al for personalized instruction has been worked on since at
least the 1960s when Patrick Suppes at Stanford proposed that computers would excel at customized
mstruction. An early success was Carnegie Mellon's Geometry Tutor project which led to Cognitive
Tutor, one of the more celebrated Al systems for math instruction. But rigorous studies of such systems
fail to show consistent advantages over good human teachers.

Al fails to be a super teacher because the crux in education 1s *student motivation™ to do what
are years of mental calisthenics. That motivation comes from social interaction that no current or near-
future technology can deliver. Human super teachers are adept at a range of motivational tactics—from
encouraging to inspiring to rewarding to scolding—that students take seriously. Even young kids quickly
realize that a computer i1s a computer, that its rewards and penalties can be ignored with no social
consequences.

In the long term, it's hard to say. If Al—and more robotics—reaches a point where we have
emotional responses to robots similar to how we interact with other people, then a humanoid robot
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might act like a good teacher. If that happens, then robots could potentially be super teachers. But that's
a long way off.

Michael russell, ratchet straps usa (bellville)

Al can become a super teacher at schools through the vast knowledge that is already available
through a simple Google search to find the best ways to teach others through visuals. As machine
learning becomes more and more rapid with vast amounts of knowledge, I believe we will see an impact
mside of our schools first hand with simplifying content and using Al to judge what methods students
learn best and comprehend material best with.

The ability to use an algorithm based on Method A vs Method B of teaching students based on
prior learning patterns could greatly shape almost any student into a smarter learner with minimal effort
required. This can be done through image testing, video learning, or even plain content learning
techniques to determine what works best for the students.

Kathryn starke, urban literacy consultant, author,
founder of creative minds publications, lic

Al a super teacher? As a former elementary school teacher and urban literacy specialist, I have
watched trends in education change, specifically in teaching, reading mstruction, and using educational
technological applications. While an abundance of technology 1s added to the elementary school
curriculum, they are not all effective. Many teachers are so overwhelmed with the mandate to use tech
in every lesson that the actual teaching of the lesson 1s often a second thought.

Children are now coming to kindergarten knowing how to use an 1Pad and laptop but unable to
use a pair of scissors or correctly hold a pencil. A balance should be created between using technology,
collaboration, real books, and hands-on learning in the classroom. There is a role for Al in the
education sector that has not been thoroughly explored. Al can help teachers save time, provide
children with differentiated instruction, and communicate with parents in real-time.

The possibilities are endless, but the reality in education 1s that nothing 1s more important than
the classroom teacher. A super teacher 1s a person with degrees and expertise in education with the
passion, empathy, and creativity to understand the importance of building relationships and reaching
every child. However, the capabilities of Al can help a teacher become a super teacher for our children.

Blair heckel, data science dojo redmond, wa

Computer-based learning entails gaining knowledge via reading or videos. For Al to become a
super teacher, it must develop cognitive and linguistic abilities to connect and adapt to the learner's
needs. Compare this with the simplistic ability of Al to identify a weak area in a human student through
practice exercises.

Regular research 1s being conducted in the space of building linguistic ability in AI and building
Al based on an understanding of the human brain. Based on these advances, Al will likely soon become
an all-encompassing (in terms of breadth and depth of knowledge) and cognitive super teacher.

Tom Chivers, proprivacy

Al teachers have the potential to teach 24 hours a day, so they can educate students in various
time zones. Because Al will never tire, it will never make errors or fail to express a point coherently.

The ability for students to constantly communicate with Al and ask questions—even when they
leave the classroom and go home—will give rise to constant one-on-one teaching. This level of teaching
stands to revolutionize education and could lead to massively improved results.

A lack of personal emotions will allow Al to teach without prejudice, meaning that all students
receive the same level of care and attention. However, there 1s a danger that the data used to develop
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Al could re-express prejudices within human inputs. Thus, development will need to be handled
correctly for Al teachers to function without error.

A lack of emotional understanding could be a drawback if an Al teacher cannot read a student’s
mability to process information, leading to frustration, sadness, and other normal human emotions.
However, as time passes Al will likely become better at reading human emotions to provide teaching
and emotional support when needed.

Jon hayes, authority hacker

Al cannot replace teachers at schools. However, there are some ways Al could support the
teacher's work and help them do a better job.

The 1dea of Al replacing teachers may sound appealing on some levels because teachers are
humans, they get tired, they are expensive and in increasingly short supply, while robots do not require
pay, bonuses, rewards, health msurance, etc. But in reality, this is not as easy as one may think.
Education 1s not just about acquiring knowledge; it 1s about mteractions and shaping young minds. I
probably agree with robots knowing absolutely everything, they might give arguments and help you in
problem-solving, but they will not be able to bring real human interaction. While teachers can explain
to you, again and again, they will try to convey the topic to everyone and can’t leave until they give a
satisfactory answer. They will come up with different case studies, lifeime experiences, and mvent
stories to show the application of the topic. Teachers inspire students to think and innovate things, find
out solutions to problems, something Al cannot do.

Al has come a long way; there's no denying it. And it's being used more and more mn the
educational sector. It's true that Al won't have to take breaks and will always be receptive to questions.

The problem 1s that when we look at what humans offer that Al can't, we see things that AI simply
can't provide. It's that elusive human element. That quality makes adults continue to talk about their
favorite teachers decades after they've left the class. Al will not ever be able to capture that element.
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Will ai replace teachers?

BY MATTHEW LYNCH

JULY 22, 2021

0

Through the years, robots have taken over many jobs. First, they replaced horses and wagons and
horses and plows, then they started to replace people. A few examples of artificial intelligence (Al)s
replacing humans are:

Mobile check deposits;

The Scan and Go at Walmart;

The Al Autopilot in commercial flights;

Spam filters;

Lyft, Ubber, and other ridesharing apps;

Plagiarism checkers;

Spam filters;

And there are so many more!

So, here’s the real question that has been plaguing the education world—the hot debate, if you
will. “Will Al replace teachers?”

What is ai in teaching?

China 1s leting Al in the classroom for several reasons. The biggest use for Al in Chinese
classrooms 1s in the form of facial recognition technology. The school systems there use Al as a teacher’s
assistant, per se, to “take attendance”. This technology is also capable of handling new school
enrollments.

China 1s also looking at using Al to analyze teachers as they teach the children and monitor their
and their students’ performance.

What about in America? How is AI used in teaching
here?

If you've ever heard of, seen, or used a diagnostic test for placing a student in a curriculum or for
tailoring a curriculum to meet a student’s need, then you’ve encountered Al in education. And if you're
familiar with this form of Al in the classroom, you probably already know how much Al can improve
student outcomes.

What is an ai teacher?

The Al teacher, otherwise known as the mechanical teacher, 1s exactly what it sounds like. It’s a
computer or machine that can teach a student according to the level it’s programmed to teach.

So why do we need a human teacher?

While the thought of an infallible computer teaching your child might seem promising, an Al
cannot adapt its teaching to its student mid-lesson or read its student’s emotions, as a human teacher
can. It cannot further simplhify problems that students are having problems with unless it’s programmed
to do so. It also cannot mnspire its students as a human teacher can.
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The biggest benefit of the human teacher is that she gives her students that human connection
that they need. She also enhances their development of social skills.

Will ai replace teachers?

There are some who believe that teachers will be completely replaced by robots by the year 2027.
One reason for this 1s that there 1s a demand for teachers today that 1s not being met.

Additionally, human teachers do carry with them some disadvantages. Some teachers are selfish.
Others can be complacent or of poor character. Some can have a compromising character or not be as
knowledgeable about particular subjects as they should be. These flaws can be corrected, though,
through management and proper monitoring.

However, 1if you ask anyone the top qualities of a good teacher, an Al cannot meet these
standards.

Here are a few:

Friendly attitude;

Listening skills;

Respectful attitude;

Strong work ethic;

Patent;

Discipline Skills; and,

Adept at creating a kid-friendly environment.

Conclusion

Al cannot replace teachers. They cannot give a child what they need. Students need the love,
transaction, student-teacher rapport, and collaboration that an Al cannot provide.

However, this does not mean that the Al 1s not necessary. Al 1s wonderful in a classroom! It
makes the human teacher’s job easier and helps her to be more efficient. This added efficiency allows
her the time she needs to work more one-on-one with her students to provide more adaptability and
understanding for them. Adaptability and further understanding, of course, are two other things that an
Al teacher would struggle to provide.

Ondrej Steffl: Uméla inteligence zméni svét, i ten vas

Je mozné, Ze uméld inteligence uplné zmeéni svét, Ze zmeéni, jak budeme premyslet, Fesit
problémy, komunikovat, po ¢em touZit, jaké priace vykonavat, Ze zméni, jak se budeme citit, a moZna
zméni 1 to, co znamena byt clovekem. Nevime, zda se to stane, ale mozné to je. Néktefi si dokonce
mysli, Ze uméld inteligence by mohla tento svét zniit. Nevime, zda se to stane, ale mozné to je. Rostouci
nejistota je priznakem dnesni doby. Ale 1 kdyby mél nastat konec svéta, nebude to hned. Proto neni
od véci se zamyslet, co vlastné uméla inteligence umi a zda ji nepodcenujeme.

Vic, neZ st myslime

Uméla inteligence je kolem nas uz dlouho, mame ji v mobiluy, je na Facebooku, v Googlu, v auté
1 v ledniCce. Situace se zménila 30. listopadu 2022 zptistupnénim velkého jazykového modelu pro
sirokou verejnost - chatGPT 3.5. Dnes vSak mame jiZ verzi 4.0 a co tu bude za pil roku, téZko
odhadnout. Zatim je vSe v plenkdch. I kdyZ konkurence mezi Googlem a Microsoftem a také Anthropic
tlaci vyvoj neuvéritelné rychle dopredu. V plenkach jsme o vSem predevsim my lidé. Nevime, co od
Al Cekat, teprve se u€ime s ni komunikovat. Jen postupné zjistujeme, co vsechno uz umi a kde (zatim!)
selhava. Kdosi to trefné prirovnal k situaci, jako by se lidstvo setkalo s mimozemstanem, ktery je navic
meésic co meésic chytiejsi.

Od pocitacli Cekame, Ze funguji podle algoritmi, predvidatelné a presné. KdyZ na mobilu
stisknete R, napiSe R. A byli bychom prekvapeni, kdyby napsal W. JenZe jazykové modely se chovaji
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jinak, mnohem vice jako Clovék neZ jako pocitaC. Stejné jako my délaji chyby, nékdy s1 dokonce
vymysli, a své vymysly obhajuji, nékdy si daji Fict, jindy ne. Ale protoZe takové chovani od pocitace Ci
mobilu necekame, chyby nds prekvapuji a precenujeme jejich vyznam. Chyb 1 podivného chovani
oviem bude rychle ubyvat.

To kde pocitaCe ted’ uzivime, nas mate 1 v tom, co Cekame, Ze velké jazykové modely umi.
Napriklad neumi dobie pocitat. Jesté v poloviné biezna si neporadili s tlohou: Kolika zptsoby lze
rozmeénit deset korun, kdyZ mam k dispozici korunové, dvoukorunové a pétikorunové mince? Zato
jsou vyborné jinde, kde to neCekame, tfeba v rozpoznavani emoci a praci s nimi. Navic Al se uZ umi
naucit mluvit vasim hlasem, vasi intonaci s hlasem vyjadiovat emoce. Psychoterapeuti (néktefi) si vsimli,
Ze uz ted’ Cast jejich prace Al zastane prekvapivé dobfe. Zkazi-li vam kolega v praci nécim naladu,
veelku slusné vas navede, jak se s tim vyrovnat. NejspiS by dokizal 1 dobfe moderovat konflikty, ale
zatim mu neumime predat podrobnosti situace. Byli jsme zvykli, Ze my se ptame a pocita¢ odpovida.
GPT se umi ptét skvéle, ale musite to po ném chtit.

Neékteri hledaji utéchu v tom, Ze velké jazykové modely jsou vlastné pouhym vylepsenim toho,
co nam v mobilu nabizi dalsi slovo, ano jsou. Stejné tak je ovSem lidsky mozek pouhym vylepsenim
mozku mysi. GPT-4 ndhle umi véci, které ani jeho tvlirci ne€ekali - "vykazuje pozoruhodné schopnosti
v rlznych oblastech a ulohich, vCetné abstrakce, chapdani, vidéni, kodovani, mediciny, prava,
porozumeéni lidem a jejich chovani, motiviim a emocim', piSe se v expertnim zhodnoceni modelu a
dale "vykazuje emergentni chovani a schopnosti, jejichZ zdroje a mechanismy jsou v tuto chvili jesté
neznamé'.

Reagujeme jako na jiné nestésti - prvni fazi je popirani

Lidé jsou zaskocCeni, AI umi véci, které jsme necekali, a mnohdy je umi lépe a vZdy rychleji neZ
my. Mnoha povolani jsou piimo ohroZena. Pravnici, marketéri, copywriteri, redaktori, pirekladatelé,
kazdy, kdo pracuje se slovy a symboly, tedy 1 programatofi a grafici, a napiiklad také ucitelé, koudi,
psychoterapeuti, nejriiznéjsi poradci a jisté dalsi, o kterych to tFeba zatim ani netusime. UZ ted’ je jasné,
Ze mnozi lidé budou nahrazeni v tom, na co jsou nejvic pysni, AI bude umét rychleji, efektivné a Casto
11épe to, co se oni léta ucili, co tieba 1 dovedli k dokonalosti. Pfichod Al ohroZuje jejich sebepojeti,
jejich identitu. A to je pro kazdého velkia nebo dokonce ta nejvétsi ztrata. Negativni dopady umélé
mteligence na lidstvo nemusi spocCivat v tom, Ze nam zacne skodit ¢i nas likvidovat, ale prosté kviili jeji
prrevaze ztratime smysl svého byti.

Lidé, ktefi se citi ohroZeni, pak reaguji stejné jako na jiné nestésti. Podle modelu Kiibler-Rossové
je v takové situaci prvni reakci popirani, a to je pfesné to, co nyni tak Casto vidime. Spousta lidi se
soustfeduje na to, aby prokdzala, co vSechno velké jazykové modely neumi, Ze jsou pouhym
pravdépodobnostim strojem na odhadovani nasledujiciho slova, jaké déla chyby. A hlavné se snaZzi
presvédCit sami sebe 1 ostatni, Ze jsou lepsi a nenahraditelni. Pfitom je ovSem jasné, Ze vétSina
shledanych nedostatkli bude dfive €1 pozdéji, a spiSe dfive, odstranéna. Vsechny dnesni zivéry nad
GPT-4 jsou pordd mudrovani nad Flyerem bratfi Wright(, ale vétsina z nas se dozije Concordu nebo
programu Apollo, pise David Kyjovsky.

Tandem: ¢lovék + Al

Al je tady a jeji vivoj se neda zastavit, mj. i proto, Ze ma vojenské uZiti. Rusko ani Cina by nase
evropskd omezeni téZko respektovaly. Vyvoj je navic tak rychly, Ze bude téZké ho byt jen regulovat.
Nema smysl pred Al utikat, neni kam. Misto abychom hledali chyby a co neumi, bude 1épe hledat to,
co umi lépe neZ my, a ucit se to vyuZivat.

Primyslova revoluce vedla k tomu, Ze lidem pomahaji stroje. Po ndstupu pocCitaCl si
kancelafskou praci bez nich neumime predstavit. Automatizace poji lidi a roboty. Od Al revoluce lze
Cekat to samé. Lidé a Al budou spolecné tvorit a pracovat. Budoucnost, alesponl ta nejblizsi, patii
tandemtm Al plus ¢lovék, ktery s ni dokdaZe maximalné efektivné spolupracovat.
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Mij obor je Skolstvi a vzdélavani. Ptal se mé novinar, zda je Al pro skoly ohroZeni ¢i vyzva.
OhroZeni je to predevsim pro ty, kteFi to jako ohroZeni vnimaji. Urcité to je vyzva, vétsi nez byl covid.
Ale predevsim je to povinnost - povinnost Zaky a studenty ucit, jak Al efektivné vyuzivat. A to plati
vSude, nejen ve Skolstvi. Nemyslete si, Ze zrovna vas se to netyka.

Komentar vysel 27. 3. 2023 v Hospodatskych novinich, prevzato zautorova blogu na
Aktudlné.cz pod licenci Creative Commons Uved’te plivod-NeuZivejte dilo komercéné-Zachovejte
licenci 4.0 Mezinarodni License.

_73_



HOW ARTIFICIAL INTELLIGENCE IS TRANSFORMING THE WORLD

(€%

I. Qualities of artificial intelligence

@)

Ii. Applications in diverse sectors

. Policy, regulatory, and ethical 1ssues
Iv. Recommendations

V. Conclusion

THE FUTURE OF AI: HOW ARTIFICIAL INTELLIGENCE WILL CHANGE THE WORLD

The evolution of a1

‘What industries will ai change?

The impact of a1 on society

The impact of a1 on society

Preparing for the future of a1

1. Generovani napadd, obsahova inspirace

2. Psani e-maild dle zadani

3. Rada s problémy v excelu

4. Vysvétlovani pojmt v kontextu

5. Generovani a ladéni zdrojového kodu

6. Vytvafeni souhrnt

7. Nekone€né mnoZstvi variant

7. Pokrocilé fotomontaZe diky ai

UMELA INTELIGENCE: RIZIKA I PRILEZITOSTI

Vyhody umélé mnteligence

Hrozby a vyzvy spojené s umélou inteligenci

Odkazy

JAK UMELA INTELIGENCE USNADNUJE UCENI?

Co je to uméla inteligence?

Presenter coach v powerpointu

Grammarly

Codeacademy

Umime Cesky, mat-mat, slepé mapy
Zavérem

WHY ARTIFICIAL INTELLIGENCE WILL NEVER REPLACE TEACHERS

Humans as teachers: the entire essence

Artificial intelligence vs human teachers: can ai replace teachers?

Artificial intelligence - an enabler that augments teaching and learning
Humans as teachers: the entire essence

Artificial intelligence vs human teachers: can ai replace teachers?

Artificial intelligence - an enabler that augments teaching and learning
CAN AI REPLACE TEACHERS IN SCHOOLS?

A1 1s changing the education industry

‘WILL AI REPLACE TEACHERS?

‘What is ai in teaching?

‘What 1s an a1 teacher?

So why do we need a human teacher?

‘Will ai replace teachers?

Conclusion

ENERN BRSNS BN BN HeorN oo e o) o loNe; I, Je, BE, e, Ie) Be) Je, B Be, Be, B, BEe: Be: B |
—_— O OO OO W, OO ONNNNNOOOO G OGaReNn == o



